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1  |  Introduction

For most of the nuclear age, enhanced strategic situational awareness (SA)—the ability to characterize 

the operating environment, detect nuclear and conventional strategic attacks, and discern real attacks 

from false alarms—has been viewed as a benefit to crisis stability as well as a relatively free good that 

can be obtained with limited risk. By improving the accuracy and timeliness of warning, increasing 

visibility and clarity on adversary actions, and extending decision time in crisis, improved SA reduced the 

risk of miscalculation at the nuclear level and use-or-lose pressures that could incentivize a nuclear first 

strike. Moreover, the systems that provided this strategic warning operated at long range, from outside 

of adversary territories, and generally in ways that were not visible or particularly concerning to an 

adversary because they offered little in terms of first-strike advantage.1

In conventional conflicts with non-nuclear adversaries, the United States has long enjoyed information 

dominance and suffered few repercussions for the asymmetric advantage it has offered. Information 

dominance has been essential to ensuring U.S. military effectiveness, sustaining the credibility and 

assurance of military alliances, and stabilizing or reducing the risks of miscalculation or collateral 

damage.2 But can there be too much of a good thing? As the strategic SA ecosystem evolves, it seems 

ever more possible that actions taken to improve strategic SA may increase the risk of escalation 

and upset crisis stability. Conversely, concerns about escalation may cause reluctance among 

decisionmakers to use capabilities that could better illuminate a crisis and reduce the risk of war. 

Three geostrategic trends challenge the inherent stabilizing value of information dominance in crises 

and conflicts.

First, in today’s increasingly competitive and complex security environment, the risk of crisis or 

conflict between nuclear-armed states is on the rise.3 Russia’s growing militarism along NATO’s 

periphery raises concerns about the 

potential for a serious crisis between the 

world’s largest nuclear powers, and China’s 

increasingly-assertive territorial claims 

in the South China Sea pose challenges to 

U.S. interests in the Pacific.4 At the same 

time, rising regional tensions and growing 

nuclear capabilities of previously second- 

or third-tier nuclear-armed states add risk 

and complexity to escalatory dynamics.5 

A lack of clear thresholds and triggers for 

Information dominance has 
been essential to ensuring U.S. 
military effectiveness, sustaining 
the credibility and assurance of 
military alliances, and stabilizing or 
reducing the risks of miscalculation 
or collateral damage. But can there 
be too much of a good thing?
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possible conflict in this increasingly multipolar environment may play out in novel and unprecedented 

ways, including through the capabilities and concepts that undergird future strategic SA. 

Second, the capabilities designed to provide SA and support senior decisionmakers in crises and 

conflicts are increasingly comingled into a single conventional/nuclear ecosystem. Convenience, 

reduced costs, and flexibility are motivating decisionmakers to increasingly rely on strategic tools 

such as early-warning and communications systems for conventional operations—tools traditionally 

reserved for nuclear command and control. While attacks on, or intrusive surveillance of, these assets 

was considered highly escalatory and off-limits during conventional conflicts of the past, their dual-

use nature today means adversaries may have difficulty discerning U.S. intent during a crisis. This 

comingling could increasingly force decisionmakers to weigh the benefits of rapid, decisive military 

victory afforded by information dominance against the high-stakes risks of nuclear escalation. 

Third, some of these emerging technologies will likely provide insights into adversary actions and 

activities which could have unintended consequences for strategic decisionmaking. The combination 

of new enabling capabilities such as advanced sensor technologies, platforms for their deployment, 

high-bandwidth networks, and artificial intelligence (AI) tools are transforming the potential field 

of view at the conventional and nuclear levels of conflict. While decisionmakers have long grappled 

with the challenges of digesting information quickly in a crisis and detecting adversary denial and 

deception tactics, new SA technologies stand to compound these problems. The speed and precision 

of these capabilities will likely increase decisionmakers’ knowledge of adversary forces, deployments, 

and actions sooner than was previously possible, but some of this information may be vulnerable to 

intentional disinformation and other gray zone activity.6 The increased amount of information itself 

poses another challenge insofar as processing and deriving useful knowledge from the raw data can 

be overwhelming for analysts.7

These three trends require new perspectives on the value and risks associated with information 

dominance in the emerging SA ecosystem and its impact on nuclear crises.

The Growing Nuclear Shadow
The nuclear dimension will overshadow any future crises or 

conflicts between nuclear-armed states—and bring with it 

the risk of escalation. Russia, China, North Korea, India, and 

Pakistan are all expanding their nuclear weapons capabilities 

and means of delivery.8 The demise of key arms control 

treaties such as the Intermediate-Range Nuclear Forces 

Treaty, at a minimum, will make it easier for countries to 

develop and deploy new conventional and nuclear systems. 

At the same time, heightened competition between nuclear-

armed states is creating complex multipolar stability 

dynamics. These are particularly pronounced in the Indo-Pacific region, where five nuclear-armed 

states—the United States, China, India, Pakistan, and North Korea—seek to achieve their security 

objectives in hotly contested environments and amid regional tensions.9 As strategic competition 

intensifies, so too does the risk of conventional crisis or conflict. 

And yet, the conditions necessary for strategic stability, particularly in crisis or conflict, seem poorly 

understood between nuclear-armed states. In an environment where a greater number of capabilities 

The nuclear dimension 
will overshadow 
any future crises or 
conflicts between 
nuclear-armed states—
and bring with it the 
risk of escalation.
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support both conventional and nuclear missions, red lines can be miscalculated and crises difficult to 

control. The stakes associated with escalation between nuclear-armed states—the nuclear shadow—

will always loom large, even in a conventional crisis.10

The Evolving Strategic Situational Awareness (SA) Ecosystem

THE TRADITIONAL STRATEGIC SA ECOSYSTEM (APPROXIMATELY 1950-1990) 

The traditional strategic SA environment featured stratified and largely isolated capabilities, enabling 

nuclear and conventional strategic SA to operate independently.11 The passive nature of the ecosystem 

was designed to detect attacks, not anticipate or disrupt them. In this bifurcated ecosystem, the bright line 

between strategic SA systems used for conventional and nuclear missions meant strategic SA assets could 

be secure and compartmentalized. 

The traditional strategic SA environment emerged during the Cold War and focused on understanding a 

near-peer adversary’s nuclear forces and warning of nuclear attack. It consisted primarily of early-warning 

radars, satellites, hydroacoustic stations, and seismometers located around the world.12 These passive 

systems were viewed as stabilizing in part because they were designed to detect attacks, not predict them. 

Furthermore, these technologies were stratified. They were focused almost exclusively on collecting 

information on nuclear systems. The bright line between systems used for nuclear and conventional 

SA reduced the possibility of inadvertent escalation by reinforcing the perceived “firebreaks” between 

conventional and nuclear conflict. Moreover, since strategic SA assets were secure and compartmentalized 

(operating from space or remote locations), these systems were difficult to target kinetically. Other 

parts of the system, such as command and control (C2), contained substantial redundancies and were 

considered invulnerable to attack.

The secure and compartmentalized nature of the traditional SA environment generally yielded 

high confidence in information these systems provided, limited their vulnerability to attack and 

The Aurora Borealis lights are visible over Thule Air Base, Greenland Dec 11, 2017. Thule is the most north-
ern base United States military members are stationed at around the world, and is charged with the mission 
of missile warning, space surveillance and satellite command and control.

U.S. Air Force photo by Senior Airman Dennis Hoffman



manipulation, and reduced the chances of miscalculation. As a result, these systems came to be 

viewed as contributing positively to strategic stability by ensuring confidence in the durability of 

the overall nuclear deterrent and reducing risks of premature or miscalculated nuclear use. In this 

environment, policymakers had long assumed that adversaries would be deterred from attacking 

satellites involved in nuclear command, control, and communications (NC3).

THE TRANSITIONAL STRATEGIC SA ECOSYSTEM (APPROXIMATELY 1990-2020)

In the transitional strategic SA ecosystem, technological innovation and development drove 

enhancements to the conventional SA ecosystem which in turn afforded the United States 

unequaled information dominance and enabled the emergence of precision warfare. At the same 

time, nuclear SA assets became more important to supporting conventional missions, especially 

in the areas of NC3. While still possessing somewhat distinct elements, the two ecosystems 

became increasingly less compartmentalized. Over this period, a wider range of state actors and 

commercial entities developed advanced information gathering and communications technology, 

such as remote sensing satellite capabilities.13

Indeed, the origin of the transitional strategic SA environment can be traced back to the 1990s. 

Technological developments throughout the second half of the twentieth century culminated 

in the networked battlefield of the Gulf War. The Gulf War saw the employment of effective 

communications, command, control, and intelligence (C3I), which gave commanders dramatically 

improved SA by making use of strategic systems for conventional purposes, especially in terms of 

precision targeting. Counterterrorism efforts, from Afghanistan to Iraq and al-Qaeda to the Islamic 

State of Iraq and the Levant (ISIL), relied heavily on these advancing strategic SA capabilities—from 

satellite-hosted sensors to advanced drone technology—to provide actionable information in areas 

where U.S. freedom of action was fairly high and the strategic stability implications quite low.   

Critically, whereas the traditional strategic SA environment contained systems that were either 

focused on nuclear warning (“nuclear” strategic SA systems) or on providing intelligence to 

commanders about the conventional battlefield (“conventional” strategic SA), in the transitional 

strategic SA environment, dual-use strategic SA capabilities were increasingly tasked to conduct 

both missions. The United States stopped using various nuclear-only communications assets, 

including the Emergency Rocket Communications System and the Survivable Low Frequency 

Communication System. Advanced Extremely High Frequency (AEHF) and MILSTAR satellites 

began to provide communications support for nuclear and nonnuclear missions.14 In this 

environment, the compartmentalization of nuclear and conventional SA systems and the stabilizing 

nature of transparency at the nuclear level became less well defined. Indeed, with the exception of 

nuclear weapon delivery system control capabilities, each of the assets associated with the NC3 

system mentioned by the 2018 Nuclear Posture Review is dual use.15 

THE EMERGING STRATEGIC SA ENVIRONMENT (2020 FORWARD)

The emerging strategic SA ecosystem is highly networked, operates in real-time, and is dual 

use, creating a landscape that is highly capable but also murkier and more complex. Figure 1.1 

demonstrates the three stages of the evolution of the SA ecosystem—traditional, transitional, and 

emerging. In the emerging SA environment, not only do conventional weapons rely on strategic 

SA assets for targeting data, countries will also rely on conventional SA systems for strategic 

warning. For example, hypersonic weapons, boost-glide systems, long-range cruise missiles, and 

other capabilities are designed to elude traditional U.S. early-warning systems (e.g., radars and 
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satellites), reduce confidence in strategic warning, and defeat U.S. missile defenses. To counter these 

new delivery systems, the United States may have to rely on conventional SA systems, including 

systems that are more visible or intrusive, to provide nuclear warning, support nuclear missions, and 

supplement strategic SA. If an adversary were to discover and target such surveillance systems, would 

such an attack be considered conventional or strategic in intent and implication? 

Increasingly blurred lines in NC3 also contribute 

to this dynamic. For example, conventional 

missile warning currently relies on these dual-use 

surveillance capabilities, increasing the risk that 

they could be targeted in a conventional conflict for 

conventional purposes but with profound strategic 

implications. The rapid pace of technological 

advancement, the dual-use (nuclear and 

conventional) applicability of emerging capabilities, 

and the blurring of lines within NC3 are reshaping 

the emerging landscape. This new SA ecosystem can provide vast amounts of information more 

quickly and more precisely than ever before, including on strategic threats that may prove elusive to 

traditional warning systems. That said, given the high stakes involved in a conflict between nuclear-

armed states, adversaries may be far less likely to allow such information dominance to proceed 

unchecked.

This emerging ecosystem is marked by a number of paradoxes. Advances in remote sensing 

technologies can provide policymakers unprecedented levels of visibility into adversary capabilities, 

yet its collection will require major advances in data analysis and decision-support systems to process 

and translate vast amounts of data. Improving AI and vehicle technologies such as robotics and 

autonomy will enable autonomous collection platforms that expand access and reduce operational 

risks associated with manned surveillance while lowering the stakes for adversaries to destroy or 

The emerging strategic 
SA ecosystem is highly 
networked, operates in 
real-time, and is dual use, 
creating a landscape that 
is highly capable but also 
murkier and more complex.

NUCLEAR
Capabilities that provide indications, warning 
or other operational information on the status, 
location, or condition of adversary nuclear 
weapons, delivery or command and control 
systems.

CONVENTIONAL
Capabilities that provide theater and 

battlefield-level situational awareness, 
to include related indications, warning 

or other operational information as well 
as information on the status, location, 

and condition of conventional assets and 
capabilities.

 TRADITIONAL
)approx. 1950-1990(

TRANSITIONAL
)approx. 1990-2020(

EMERGING 
(2020 onward)

Figure 1.1
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disable surveillance and warning assets. Reducing barriers between conventional and nuclear forces 

may enhance crisis management in complex nuclear scenarios, but this comingling could increase 

misperceptions about intentions and nuclear risks. 

Pathways to Escalation
The technological capabilities in the emerging strategic SA environment have the potential to dramatically 

improve decisionmakers’ understandings of developing conflicts and improve crisis management and 

response. However, it is possible that the use of these capabilities may complicate crisis management 

and introduce new or underappreciated escalatory risks. Of particular concern are three potential 

escalation pathways—provocation, entanglement, and information complexity—that may be triggered or 

exacerbated by the use of emerging strategic SA-enhancing capabilities. 

PROVOCATION

Escalation through provocation can occur when parties to a crisis perceive information collection activities 

as offensive in nature or believe such actions create an offensive advantage. On this pathway, one or both 

parties may believe escalatory steps are controllable or unavoidable. This inability to delineate intentions 

can result in a spiraling sequence of tit-for-tat actions and reactions and a loss of escalatory control. The 

active nature of the emerging strategic SA ecosystem means that states have the capability to penetrate 

adversary territory (via land, sea, and air) and networks, with the potential to gain highly precise and 

potentially actionable information. However, these capabilities directly challenge legal and political 

concepts of sovereignty, their mission (general surveillance versus counterforce support or surveillance 

versus strike) may not always be readily identifiable, and they may intentionally or unintentionally 

approach vital strategic assets as they conduct surveillance. 

In addition, the applicability of these strategic SA capabilities to inform or enable preventive or preemptive 

action further complicates these offense/defense perceptions and may introduce highly provocative first-

mover incentives. As strategic SA capabilities improve, the counterforce value associated with advanced 

surveillance capabilities will grow as well. The increasing precision of information gathering assets—such 

as more diverse sensor platforms, advanced sensor technology, and increased data transmission speeds—

is making it more challenging to effectively conceal one’s nuclear arsenal and delivery systems.16 In such 

cases, the actual or perceived ability of technologically advanced countries to carry out precision-strike 

missions against strategic nuclear assets could make any SA-enhancing activities, even those purely 

defensive in nature, seem provocative or escalatory. For example, if North Korea suspected that the United 

PATHWAYS FOR ESCALATION

INFORMATION 
COMPLEXITY 

ENTANGLEMENTPROVOCATION

Figure 1.2
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States had the capability to track and destroy North Korean nuclear mobile missiles, it might assume that 

any U.S. intelligence, surveillance, and reconnaissance assets in North Korean airspace were a threat to its 

nuclear assets regardless of the actual assigned mission. In this situation, North Korea may be motivated to 

launch nuclear weapons before its nuclear-armed systems could be disabled.17

ENTANGLEMENT

Escalation through strategic SA entanglement happens when parties to a crisis or conflict are unable to 

delineate between nuclear and conventional risks. The blending of conventional and nuclear strategic 

SA capabilities in a single ecosystem may increase the risk of miscalculation and unintended escalation. 

Factors like the increasing vulnerability of or reliance on dual-use C3I assets increases risks associated 

with misinterpreted warning, closing the damage-limitation window, and crisis instability.18 These risks can 

lead decisionmakers to believe either that their own nuclear forces are vulnerable to a disarming strike 

or that there is an opportunity to disarm an adversary. More specifically, entanglement in the strategic 

SA space occurs when conventional SA systems intentionally or unintentionally collect information on 

nuclear assets or when dual-use SA systems become military targets during a conventional conflict. These 

risks are especially pronounced in crisis situations, as threats to dual-use assets used for strategic warning, 

communications, or command and control can be perceived as actions meant to “blind” an adversary 

in preparation for a nuclear strike. Actions meant solely to collect information (either conventional or 

nuclear) can be viewed as escalatory under these circumstances if decisionmakers believe there is a 

chance the crisis may escalate to nuclear conflict.

INFORMATION COMPLEXITY

Both the quantity and quality of information generated by 

the emerging strategic SA ecosystem have the potential to 

contribute to escalation in surprising ways. Escalation through 

information complexity results from decisionmakers’ inability 

to seek, manage, and interpret information effectively. This 

can result in decisional paralysis or biased decisionmaking, 

which in turn can impair effective crisis management. In the 

national security field, it is widely assumed that more and better 

information, provided more quickly, leads to more decision time 

and therefore better decisionmaking. However, this may not 

always be the case. In a complex information environment where data may be neither easily understood 

nor highly trusted and relies on unfamiliar technologies, cognitive processes could increase both the risks 

and the stakes in crisis decisionmaking.19 The technologies in the emerging strategic SA ecosystem have 

the potential to provide vast amounts of information; however, this information must be analyzed and 

distilled in a way that is useful.20 It must inspire confidence rather than mistrust.21 The ambiguous and 

unproven nature of some of the new streams of strategic SA may lead decisionmakers to discount vital 

information if they do not trust the source.22 Moreover, while excessive caution may avoid unnecessary 

provocation, it may also force decisionmakers and military operators to “fly blind” in a crisis in ways 

that contribute to miscalculation, either resulting in escalation or de-escalation on highly unfavorable 

terms. This suggests that psychology, particularly in the form of pre-held beliefs and cognitive biases, 

is underappreciated when examining the relationship between crisis decisionmaking and emerging 

technology. New technologies should be socialized with policymakers well before the onset of a crisis to 

improve the likelihood that policymakers will trust and use them appropriately.

...information 
complexity results 
from decisionmakers’ 
inability to seek, 
manage, and 
interpret information 
effectively.
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Evolution or Revolution?
Technology promises to change the way collectors, analysts, and decisionmakers use information going 

forward in the emerging strategic SA environment, but not all technologies are created equal. With that 

in mind, there is room for discussion about: (1) whether these capabilities should be viewed as iterative 

improvements that do not fundamentally refashion the strategic SA landscape and the challenges 

decisionmakers will face (the “evolution” perspective); or (2) whether they represent such significant 

advancements that they will significantly transform conflict management in the years to come (the 

“revolution” perspective).

The “On the Radar” project took an expansive look at emerging technologies, drawing examples 

from across all domains (land, sea, air, space, and cyber), all levels of development (from early stage to 

already in the field), and all levels of utility. The research team relied exclusively on unclassified, publicly 

available sources to assess these capabilities, and certain capabilities may be more advanced than 

open sources indicate. While it is unclear whether ongoing technological advancements in strategic SA 

should be classified as either “evolution” or “revolution” (given the historic hindsight required for such 

an assessment), what is clear today is that the emerging environment is functionally different—the 

combination of technologies, when taken together, are likely to create an ecosystem of substantially 

increased information, with implications across the spectrum of conflict. 

Some technologies may be more “revolutionary” than others. For example, some have predicted that 

computer hardware and software, AI, and robotics may undergo the most transformative changes over 

the 2020 to 2040 period in comparison to other military technologies.23 These technologies are integral in 

many strategic SA capabilities; unmanned vehicles, autonomous platform control, and cyber surveillance 

all rely heavily on advances made in these areas, which may impact their continued relevance in the 

ecosystem moving forward. 

Technologies can be prone to intermittent development, however, which strengthens the “evolution” 

perspective. For example, while Moore’s Law has traditionally predicted that the number of components 

on an integrated circuit would double approximately every two years, chip designers have started 

running into problems working at the seven nanometer-scale, which could have implications for the 

miniaturization trend that has fueled advances in such disparate strategic SA technologies as unmanned 

aerial vehicles (UAVs) to sensors.24 Additionally, while AI technologies have made significant advances 

in the past 10 years, some experts fear an approaching “AI winter,” wherein AI development slows 

significantly in response to technical or financial barriers.25

While the “evolution” versus “revolution” debate will surely continue as strategic SA technologies develop 

and are combined in new and unforeseen ways, taking a holistic view of the myriad technologies can help 

illustrate potential ways the ecosystem could develop. 

The Path Forward
The transformational nature of the strategic SA landscape suggests a re-examination is necessary to 

consider the risks these emerging capabilities may introduce, as well as the challenges they may pose 

for policy professionals, especially when employed in a crisis or conflict between nuclear-armed states. 

Finding a balance between costs and benefits in such a complex security environment, while also 

maximizing the value of information in terms of terminating a crisis or conflict on favorable terms, will not 

be easy. Tactical or operational collection decisions—such as where unmanned aircraft can fly or which 

cyber systems will be penetrated—will be infused with strategic meanings and consequences. Surveillance 
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capabilities will be expected to perform roles beyond gathering information, to include signaling resolve, 

reassurance, or restraint. Against a non-nuclear adversary, the discovery, loss, or misuse of a capability 

may confuse or provoke but is unlikely to risk a nuclear war. Against a nuclear adversary, the risks and the 

potential consequences, are quite different. 

Moving forward, the networked and dual-capable nature of many conventional systems may force a 

different approach to escalation management that places less reliance on traditional conventional/nuclear 

firebreaks. The emerging SA ecosystem can create new risks but also ameliorate them depending on how 

these capabilities are used and communicated. To effectively manage crisis escalation, decisionmakers 

must understand how the strategic SA ecosystem has evolved, appreciate the dynamic relationship 

between improved strategic SA and crisis stability, and recognize the complex interplay between 

technology, escalation, and decisionmaking. 

REPORT ROADMAP

This report proceeds as follows: Chapter 2 is an analysis of the emerging SA ecosystem, the attributes of 

relevant technologies, and a global look at select countries and their current SA capabilities. Chapter 3 is 

an overview of the risk factors that may undermine strategic stability and how they may interact in a crisis. 

Chapter 4 lays out three different pathways—provocation, entanglement, and information complexity—

that could lead to escalation in this new environment. With this framework established, Chapter 5 dives 

into the key takeaways from the tabletop exercises. Finally, Chapter 6 provides key conclusions for this 

project and policy recommendations for managing the challenges identified. 

In addition to this report, key elements and outcomes of our research project include:

 ▪ Tabletop Exercises: CSIS carried out a series of eight tabletop exercises in 2019 that simulated crises 

between the United States and China and the United States and North Korea. During these exercises, 

participants were divided into “policy” and “technology” teams and tasked to design and approve a 

“collection plan” to improve SA drawing from a menu of emerging technologies, some of which, while 

providing useful information, could be considered highly provocative or intrusive. The insights from 

these exercises were used to inform the analysis in this report and our policy recommendations. 

 ▪ CSIS’ “On the Radar” Website: The site serves as a platform to report analysis and findings, share 

resources, and involve a diverse group of experts in the project. It houses primers on individual 

technologies, analysis of specific countries’ strategic SA capabilities, and interactive tools to explore 

the project’s analysis and assessments. (https://ontheradar.csis.org/)

 ▪ Technology Primers: These overviews explore emerging technologies and platforms—such as 

unmanned underwater vehicles (UUVs) for submarine detection, small satellites, and AI analysis 

applications—that will shape the future SA environment. (https://ontheradar.csis.org/issue-

briefs/?brief_type=Tech%20Primer)

 ▪ Country Profiles: Analysis of country-specific developments and trends in strategic SA capabilities. 

(https://ontheradar.csis.org/issue-briefs/?brief_type=Country%20Profile)

 ▪ Analysis: “When Is More Actually Less? Situational Awareness, Emerging Technology, and Strategic 

Stability,” is an analytical piece that provides initial observations and findings of this study. (https://

ontheradar.csis.org/analysis/overview/) 

https://ontheradar.csis.org/
https://ontheradar.csis.org/analysis/overview/
https://ontheradar.csis.org/analysis/overview/
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2  |  Understanding Situational 
Awareness Technologies and the 
Emerging Situational Awareness 
Ecosystem

The rapid expansion of new and existing technologies can provide opportunities for major 

breakthroughs in the ability to detect threats; track hostile actions and forces; process, interpret 

and communicate vast data sets; and predict and shape the actions and possibly even decisions of 

adversaries. Every technology has costs and benefits associated with its adoption, and the capabilities 

in the emerging strategic SA ecosystem are no different. Each of the emerging capabilities explored 

over the course of this project can be described using two separate categories: attributes for increasing 

strategic SA (discussed in this chapter) and risk factors that decrease strategic stability (addressed in the 

next chapter).  

Platforms, Critical Enablers, and Defense and Counter Capabilities
The new technologies that will shape the strategic SA ecosystem moving forward can be divided into 

several broad categories. For the purposes of understanding and analyzing SA technologies and their 

effect on strategic stability, this study draws a distinction between “platforms” and “critical enablers.” 

“Platforms,” such as satellites, unmanned aerial vehicles (UAVs) or unmanned underwater vehicles 

(UUVs), or even microchip-enabled proximity cards, are the physical systems or structures necessary 

to access a collection target, carry a variety of sensor payloads, and support communications and 

data transmission from the sensor package. “Critical enablers,” on the other hand, are the sensors, 

applications, or other technologies used to collect or analyze SA data many of which can be used on or 

in support of a variety of platforms. In the examples above, these would be the sensors attached to a 

UAV or the digital applications which collect and analyze data collected by those sensors. Technological 

advancement and innovation have been key to the development of both platforms and critical enablers. 

For example, advances in miniaturization, autonomy, robotics, and other technologies have led to the 

development of platforms that are smaller, more mobile and agile, and harder to detect. To better 

analyze the individual technology and the costs and benefits associated with employing it, platforms 

and critical enablers may be treated as a distinct for academic or theoretical purposes. However, in 

real-world scenarios, a critical enabler is useful only after its marriage with a platform that can put it into 

position to gather and process desired information.
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Finally, in addition to platforms and critical enablers, this project also explored some strategic SA 

capabilities that may be termed “defense” or “countering.” These capabilities contribute to the strategic 

SA ecosystem differently than most platform-critical enabler combinations: whereas most strategic 

SA capabilities focus on collecting information that can be used to inform decisionmakers during crisis 

or conflict, defense and countering capabilities either defend against adversary activities (for example, 

cognitive electronic warfare systems tasked with detecting, suppressing, and neutralizing adversary 

cyber intrusions) or seek to counter or degrade an adversary’s strategic SA (such as through spoofing 

activities that can obfuscate an adversary’s ability to perceive the operating environment). Together, 

defense and countering capabilities account for a small number of capabilities explored during this 

project, but such technologies may play an outsized role in escalation dynamics during future crises or 

conflicts given their potentially destructive nature and relevance to gray zone tactics.26

Key Attributes of Strategic SA Capabilities 
To facilitate comparative analysis of a wide variety of technical capabilities and understand the 

enhancements they bring to strategic SA, the study team developed a common set of criteria or 

beneficial attributes that contribute to a highly effective strategic SA ecosystem. The six technical 

attributes are: vantage/range, speed, detectability, precision, persistence, and resiliency/reliability. 

Figure 2.1 defines each of these attributes and offers an example of a technical capability in which that 

attribute figures prominently. 

VANTAGE AND RANGE

Vantage and range address the position within the physical operating environment from which new 

information can be gathered. While vantage focuses on the position from which information can be 

gathered (i.e., the position of the technology relative to the target being surveilled), range indicates 

ATTRIBUTES
ATTRIBUTES DEFINITION TECHNOLOGY EXAMPLES

Vantage/ Range
The position from which new information can 

be ascertained.

Pseudosatellites that can position highly 
capable sensors outside of targetable 

distance.

Speed
The shortening of time between an adversary’s 

action or decision to act, detection of that action, 
and the receipt of such by decision-makers.

Quantum computing that accelerates the 
ability to process and analyze vast data 

sets.

(Un)detectability
The degree to which an adversary can ascertain 

that information is being collected.

Advanced stealth capabilities that allow 
sensor platforms to evade detection by 

adversary air defenses.

Precision
The level of detail and quality of the informa-

tion collected or a heightened degree of 
confidence in the information collected.

Synthetic Aperture Radar (SAR) that can 
track military movements despite 

weather and cloud cover.

Smallsat
The extent to which the capability can 

continuously collect data without gaps in 
coverage.

SmallSat constellations that can surveil 
specific areas for weeks or months.

Resiliency/ 
Reliability

The ability of a technology to employ 
redundant and robust systems for situational 

awareness in a contested environment.

Multi-sensor payload UAV swarms that 
can operate even if some of the platforms 

are destroyed or disabled. 

Figure 2.1 Emerging Technology Attributes
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the operational “field of view” of the technology (i.e., the distance over which the capability can 

provide insight).

Some capabilities enable vantage benefits that were previously unattainable, inaccessible, or 

excessively costly or dangerous to attain. For example, high-altitude pseudosatellites provide a 

unique vantage to surveil adversaries, as their  position between traditional UAVs and satellites 

provides a greater slant range without having to be directly over a target.27 Elsewhere, plant-based 

sensors—an emerging SA technology that consists of physiology-based sensors capable of reporting 

the presence of various stimuli— could provide on-the-ground data collection that would otherwise 

require covert insertion, risky air drops, or other methods that could be considered violations of 

territorial integrity.28 For example, these “smart plants” could be distributed either passively (e.g., 

via wind, wildfire, water, or animals) or actively (e.g., via mechanical or non-mechanical human 

activity).29 

Range is related to vantage but refers specifically to the standoff distance afforded by the 

capability. Light Detection and Ranging (LIDAR) sensors can be calibrated to map ground structures 

through cloud cover using air or space assets that would have previously required flying at lower 

altitudes.30 UUVs could be deployed inside safe territory and travel thousands of nautical miles to 

collect data.31 China revealed its first large-displacement autonomous underwater vehicle (AUV), 

the HSU-001, in October 2019.32 The U.S. Navy operates a limited number of UUVs primarily 

in a mine countermeasures (MCM) role, but it also has two major UUV developmental efforts 

underway: the Large Diameter UUV (LDUUV) and the Extra-Large UUV (XLUUV).33 Both programs 

are still in early development and are not expected to shift to production until the mid-2020s.34

In any case, through enhanced range and vantage a state can optimize its ability to collect information 

at a distance, thereby minimizing risks of attack or sabotage to its own strategic SA assets. 

SPEED

Whereas vantage and range denote a capability’s advantageous position in space, speed refers to a 

capability’s implications for time, namely the shortening of time between an adversary’s action or 

decision to act, detection of that action, and the conveyance of information to the decisionmaker. 

Increased speed is a hallmark attribute of new technologies, driven by collectors’ preferences for the 

rapid collection of more and more information to provide 

actionable options to decisionmakers. 

Computer technologies that focus on data collection, 

analysis, or decision support are particularly relevant for 

“speed” given their ability to execute processes, detect 

changes in adversary systems, analyze large quantities 

of data, and quickly transmit the information across 

networks. Cyber surveillance capabilities can perform a 

wide variety of tasks and collect information at speeds 

that were previously unattainable. For example, they 

can intercept military leadership communications about 

troop movements, thereby shortening the time it would 

take to otherwise detect such actions. AI decision-support applications and quantum computing are 

comparatively newer technologies but could radically increase the speed at which decisions can be 

made or detected. 

Increased speed is a 
hallmark attribute of new 
technologies, driven by 
collectors’ preferences 
for the rapid collection 
of more and more 
information to provide 
actionable options to 
decisionmakers. 
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AI analysis applications are an example of a capability’s potential to increase speed across 

multiple levels of strategic SA, including data collection, analysis, and decision-support tools. 

AI pattern recognition applications could sift through large amounts of data, including video, 

imagery, signal intercepts, and technical intelligence collected by strategic SA assets, and flag 

items of interest for analysts, thereby reducing the amount of time needed to analyze complex 

situations.35 While many speculate that China may be gaining an edge in AI,36 various press 

reports suggest that the United States currently has several major AI programs in development, 

including Project Maven and a classified pilot program reported by Reuters in 2018 focused on 

tracking the North Korean nuclear missile program.37 Project Maven, a high-profile U.S military 

program, reportedly aims to use AI and machine learning to help intelligence analysts identify 

objects of interest from both moving and still imagery generated by the Unmanned Aircraft 

Systems fleet.38 Although the mission of the latter program is classified, it is believed to focus 

on leveraging AI to monitor the North Korean nuclear program using satellite imagery to track 

mobile launchers, which can be difficult for human analysts to locate and track in real time.39 

Moreover, while available sources suggest that technology in North Korea is well behind that 

of South Korea, its rapid advances in cyber operations and information and communications 

technology suggest that it can be anticipated in the near future to develop machine learning 

and other types of AI technology and to apply those technologies in military affairs.40 In a crisis 

involving compressed timelines, speed can be essential— information that arrives too late might 

as well not arrive at all.

DETECTABILITY

Detectability is the degree to which adversaries can recognize and identify surveillance activities 

targeting them. Certain capabilities such as advanced stealth surveillance aircraft may facilitate data 

gathering at reduced risk of detection. For instance, the United States is reportedly developing the 

RQ-180 Sentinel, a low-observable, unmanned HALE aircraft likely capable of active and passive 

electronic surveillance and electronic attack.41 UUVs are an example of a currently-detectable 

capability that, given potential evolutions in related technologies (e.g., miniaturization, stealth, and 

quieting technology) stand to become increasingly difficult to detect.42  Low detectability increases 

the ability to survey a target without detection, thereby collecting valuable information without the 

adversary’s knowledge.

Even if an intrusion is detected, attribution can be a challenge. For example, given the nature of 

computer architecture, an adversary may find a cyber surveillance vulnerability and detect (or 

assume) a cyber intrusion but still be unable to determine what data is being surveilled. Advances in 

quantum computing may create scenarios where cyber surveillance is undetectable: recent research 

has demonstrated successful cloning of qubits, which may allow for undetectable, non-destructive, 

and non-intrusive hacking of both traditional and quantum computer systems.43 According to various 

reports, the Reconnaissance General Bureau (RGB), North Korea’s intelligence service, operates a 

number of hacking groups for which governments and cybersecurity companies attribute a variety 

of names (e.g., APT 38, Lazarus Group, TEMP Hermit, Hidden Cobra, APT 37, Group 123, Nickel 

Academy, Guardians of Peace, Silent Chollima, and Reaper).44 Recorded Future, a cybersecurity firm, 

analyzed internet activity from territorial North Korea and found that little to no malicious cyber 

activity emanated from the North Korean mainland during the period observed, suggesting that 

North Korean state-sponsored cyber operations originated from locations outside of territorial North 

Korea, such as India, Malaysia, New Zealand, Nepal, Kenya, and Indonesia.45 
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PRECISION

Precision is defined as the level of detail and quality of the information collected or a heightened degree 

of confidence in the information collected. This attribute is particularly relevant for remote sensing 

capabilities, as more precise or detailed information is often the differentiating factor from older-

generation technologies (more detailed optical sensors that provide higher-resolution photographs, for 

example). Advances in sensor technologies improve not only collection methods but also improve the 

value of the data itself in some cases. Whereas most mapping assets are typically restricted to either 

precision or volume, LIDAR’s higher spatial sampling frequency can be dynamically changed to improve 

map accuracy at the cost of a lower data collection rate (measured in square kms/hr).46 

Synthetic Aperture Radar (SAR) has been a core element of U.S. satellite surveillance capabilities for 

years, but until recently, such sensors were unable to image moving targets. Over the past two decades, 

however, advances in data-processing techniques have enabled SAR to both detect moving targets 

and determine their speed and direction of travel.47 News reports suggest that a  Chinese satellite 

constellation, Yaogan, employs both optical and SAR sensors and involves more than 50 satellites.48 

These advanced precision upgrades to SAR make the collected information more detailed and can 

contribute toward achieving important operational and strategic tasks such as tracking mobile missiles. 

PERSISTENCE

Persistence is the extent to which a capability can continuously collect data by avoiding gaps in 

coverage. Persistence provides decisionmakers with important information that can give a clearer 

picture of a crisis or conflict over time, with fewer gaps in coverage, which in turn can greatly 

increase confidence levels. For example, HALE UAV pseudosatellites rate favorably for persistence 

because they could be capable of staying aloft for over three weeks, continuously monitoring a 

specific target and transmitting data the entire time.49 

Current capabilities employed by the United States and China that are relevant to persistence 

include traditional HALE UAVs, a capability that provides persistence (but to a lesser degree than the 

potential of future pseudosatellites). China’s People’s Liberation Army (PLA) Navy operates the BZK-

005 HALE UAV for maritime surveillance in the East and South China Seas, the Xiang Long HALE UAV, 

which could presumably be used in support of airborne early warning, and others.50 The United States 

operates an extensive fleet of HALE UAVs, including the RQ-4 Global Hawk and the RQ-180. The 

RQ-4 Global Hawk has high-altitude surveillance capabilities similar to other assets but importantly 

offers persistent surveillance, with the ability to loiter for more than 34 hours.51

UUVs could also provide persistence: after being deployed directly into contested waters, UUVs 

can lie dormant until “awoken” by passing submarines, enabling the monitoring of areas through a 

latent capacity that was previously unachievable.52 While the United States could be considered at 

the forefront of deploying UUVs to track detected submarines, the Chinese Academy of Science is 

reportedly carrying out research on unmanned maritime vehicles (UMVs) as well.53

RESILIENCY AND RELIABILITY

Resiliency and reliability refer to the ability of a capability to employ redundant, robust systems in a 

contested environment. The presence of a “back up” reduces the chances that a capability will “fail” 

in collecting useful information. Similarly, redundant, “swarmed” capabilities can “flood the zone” and 

confound the adversary’s ability to target or disable the capability even if detected. 

The United States has multiple efforts underway to develop “swarming” capabilities in which 
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small UAVs, numbering from just a few to potentially thousands, are networked together and 

share information to form the swarm’s collective brain.54 This collective brain then autonomously 

controls and directs the individual UAVs comprising the swarm in pursuit of the swarm’s broader 

mission. If one or several drones are destroyed or debilitated, the swarm endures, as the collective 

brain compensates for the missing drones and then reorients. U.S. efforts to develop swarming 

capabilities are progressing along two main thrusts: disposable, air-launched micro-drones, which 

are roughly the size of a large hand, and small, reusable airborne UAVs which can be launched and 

recovered.55 The effort to develop disposable, air-launched micro-drones, led by the Strategic 

Capabilities Office, successfully tested a swarm of 103 Perdix micro-drones in October 2016. 

Packed into flare canisters and ejected from an F/A-18 Super Hornet, the micro-drone swarm 

successfully “demonstrated advanced swarm behaviors such as collective decision-making, 

adaptive formation flying, and self-healing.”56 

Another form of resiliency can be seen in satellite constellations. Ranging from dozens to thousands, 

small satellite constellations improve the resiliency of the overall system to degradation due to 

natural causes, such as radiation damage, or adversary attacks.57 

Surveying the Global Strategic SA Capabilities Landscape 
Today, countries around the world possess varying degrees of strategic SA capabilities and continue 

to seek further advancements. The United States has extensive and mature strategic SA capabilities 

across all domains (air, land, maritime, space, and cyber) that help to characterize the operating 

environment, detect and respond to attacks, and discern actual attacks from false alarms across 

the spectrum of conflict, both conventional and nuclear. The U.S. military has always relied on 

these capabilities at the strategic 

level, but over the last 30-40 years, 

these capabilities have become more 

important at the tactical and operational 

level as technological advances have 

enabled more granular tracking 

and detection of enemy forces and 

communications, as well as coordination 

between different sensors and shooters, 

all with devastating effect. This 

combination of SA capabilities across 

all three levels of war and all domains has provided the United States unrivaled strategic SA and has 

become an essential component of U.S. military doctrine and planning. U.S. military superiority does 

not come from any stand-alone weapon system or platform, but its ability to integrate multiple C4ISR 

(command, control, communications, computers, information, surveillance, and reconnaissance) 

capabilities into a system-of-systems approach that translates strategic SA into kinetic and non-

kinetic strike capabilities. The Navy’s CEC/NFIC-CA capability is perhaps the best example of how 

several strategic SA systems, sensors, and platforms are integrated into a reconnaissance-strike 

complex with potentially devastating effect. If the United States wanted to target an adversary’s 

capital ships—the most important ships in a fleet—it could send a stealthy F-35 to penetrate the 

enemy’s air defense undetected and relay the enemy’s location back to the carrier strike group; 

the strike group could then fire long-range anti-surface missiles at the enemy’s capital ship without 

needing to get close.58 

Military capabilities do not 
develop in a vacuum, and just as 
U.S. military planners recognized 
the value of integrating multiple 
systems, sensors, and platforms into 
a reconnaissance-strike complex, so 
too have American competitors.
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Military capabilities do not develop in a vacuum, and just as U.S. military planners recognized the 

value of integrating multiple systems, sensors, and platforms into a reconnaissance-strike complex, 

so too have American competitors. The Chinese and Russians have developed sophisticated anti-

access/area denial (A2/AD) capabilities that threaten to disrupt, degrade, or destroy essential U.S. 

C4ISR enabling capabilities. These advances are forcing military planners to rethink fundamental 

assumptions from the last 30 years about the near-guaranteed availability of C4ISR capabilities. 

Instead of establishing theatre-wide strategic SA superiority (e.g., U.S. operations in the 1991 Gulf 

War or Afghanistan and Iraq), the United States might only be capable of establishing temporary 

windows of C4ISR superiority for U.S. forces to operate from. U.S. military forces would work within 

these temporary windows of superiority to disintegrate enemy A2/AD systems and eventually re-

establish theatre-wide strategic SA superiority, but this requires fundamental changes in U.S. training, 

doctrine, and force structures.59

China has invested and advanced considerably in its strategic SA capabilities. Although traditional 

shortcomings in its early-warning capabilities have been a major concern, the Chinese People’s 

Liberation Army (PLA) today is poised to possess a more mature architecture that can enhance its 

capability to undertake nuclear counterattack and conventional operations. These range from space 

systems for electronic intelligence (ELINT) and remote sensing, including with aerial early-warning 

aircraft and unmanned systems, to a number of large, phased-array radars. In the years to come, 

China is likely to continue to redouble its efforts in response to new strategic requirements. For the 

PLA, the improvement of its capabilities for strategic early warning and SA will remain a challenge, 

but their efforts are starting to yield notable progress. Meanwhile, the PLA Rocket Force’s new 

doctrinal emphasis on “rapid reaction” (快速反应) implies the capability for a rapid second strike, and 

China’s posture could perhaps even evolve toward “launch on warning” (预警即发射), which would 

Northrop Grumman personnel conduct preoperational tests on a U.S. Navy X-47B Unmanned Combat Air 
System demonstrator aircraft on the flight deck of the aircraft carrier USS George H.W. Bush (CVN 77) May 
14, 2013, in the Atlantic Ocean.

DoD photo by Mass Communication Specialist 2nd Class Timothy Walter, U.S. Navy/Released
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demand significantly more reliable early-warning systems. The expansion of this global architecture 

in the years ahead will likely remain a priority as the PLA seeks to enhance its capabilities for power 

projection and joint operations.60

As the Chinese military is tasked with becoming “world-class” by mid-century, continued advances 

in its capabilities could enable the PLA to leapfrog ahead of the United States in certain domains and 

technologies. Seeking to establish itself as an “aerospace superpower” (航天强国), China has launched 

a range of satellites at a rapid pace, quickly expanding its space-based surveillance capabilities, 

including its capacity to rapidly process and glean insights from that data. The PLA has also 

emerged as a clear leader in experimentation with the use of unmanned systems for early warning 

and reconnaissance, fielding and integrating a growing number of systems that could increase its 

flexibility in enhancing SA in a crisis or conflict scenario. Meanwhile, PLA cyber capabilities could also 

contribute significantly to Chinese espionage.61

As the U.S.-China relationship becomes more 

competitive, even confrontational, these improvements 

in the PLA’s strategic SA capabilities could prove 

stabilizing in certain respects but may also create new 

risks and challenges. For instance, improved strategic 

early warning could decrease Chinese anxieties about 

the risks of a “false negative” and enable more time 

for decisionmaking in a crisis in ways that mitigate 

the risks of accidental escalation. However, continued 

improvement of Chinese strategic early warning over 

the next decade or more could facilitate a transition to 

a posture of launch on warning that could prove risky or 

destabilizing, particularly if this trend corresponds with 

an increased reliance on complex emerging technologies 

to support these missions, such as AI. At the same 

time, these increases in capabilities will also improve 

the PLA’s war-fighting capabilities in its near seas, 

including in likely conflict contingencies, while enabling future power projection. In this regard, these 

trends must be recognized as another dimension of China’s emergence as a rival that can challenge 

traditional U.S. technological leadership.62

Unclassified sources contain little information on North Korea’s C4ISR capabilities or strategic thinking. 

The country’s leadership has expressed interest in signals intelligence (SIGINT), electronic warfare 

(EW), and asymmetric warfare since at least the armistice of the Korean War, during which Kim Il Sung 

employed SIGINT and communications intelligence (COMINT) abilities within the Ministry of Internal 

Affairs and the Reconnaissance Bureau for use against both foreign and domestic enemies. In addition, 

open-source reports have detailed alleged incidents of North Korean GPS jamming and spoofing dating 

back to 2010. North Korea is known to use its GPS jamming capabilities against South Korea, disrupting 

air traffic at Incheon and Gimpo International Airports. According to a report, there were four GPS 

jamming and spoofing attacks tied to North Korea between 2010 and 2016.

North Korean cyberattacks have also grown in sophistication over the last decade. According 

to South Korean intelligence agencies, North Korean cyber operations between 2005 and 2007 

mainly stole data and documents from South Korean government agencies through individual email 

The PLA has also 
emerged as a clear leader 
in experimentation with 
the use of unmanned 
systems for early warning 
and reconnaissance, 
fielding and integrating 
a growing number of 
systems that could 
increase its flexibility in 
enhancing SA in a crisis 
or conflict scenario.
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accounts or agency websites. In 2005, the South Korean National Intelligence Agency found North 

Korean documents that ordered Lab 110 to “develop a hacking program to destroy the South’s 

communication network and disguise the source of attack.” These attacks were generally seen as 

rudimentary and simple. Since 2008, North Korea’s cyberattack capabilities have started to focus 

on large-scale operations using complex malware. As North Korea’s capabilities expanded, so did 

the range of targets: North Korean hackers have targeted government employees and institutions, 

researchers, cryptocurrency exchanges, banks, and media across the world. Until 2015, North Korean 

cyberattacks focused primarily on U.S. and South Korean government and financial organizations. 

However, in early 2016, North Korean hackers attempted to transfer $951 million from the 

Bangladesh Central Bank into North Korean-controlled accounts, the first of several subsequent 

North Korean attacks on banks around the world in 2017. American cybersecurity firm CrowdStrike 

assesses the speed of the North Korean hackers to be second only to Russian intrusion groups and 

superior to the Chinese.63

TWO STEPS FORWARD, ONE STEP BACK?

Emerging SA capabilities—characterized by the six attributes outlined above—will provide increased 

opportunities for strategic SA. Although the United States has traditionally been a frontrunner in SA 

capabilities, competitors such as China, Russia, and even North Korea are closing the gap. However, 

while these nascent capabilities may provide increased opportunities for strategic SA, they may also 

pose inadvertent risks to strategic stability. 
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3  |  Risk Factors of Situational 
Awareness Technology and 
Strategic Stability   

Advanced Strategic SA Capabilities and Stability Risks 

Strategic stability generally depends upon the combination of the absence of incentives to use nuclear 

weapons first (crisis stability) and the absence of incentives to build up a nuclear force (arms race 

stability).64 Schelling was the first to posit that crisis stability occurs “if neither side has or perceives 

an incentive to use nuclear weapons first out of the fear that the other side is about to do so.”65 Arms 

race stability, on the other hand, generally refers to a situation in which neither side has the incentive 

to augment their forces—qualitatively or quantitatively—based on the fear that their opponent could 

gain a meaningful advantage.66 While strategic stability depends upon factors including successful 

crisis management, decreasing incentives to use nuclear weapons, and reducing incentives for 

longer-term arms races, this study focuses broadly on the escalatory pressures in crisis that could be 

influenced positively or negatively by the emerging strategic SA ecosystem- including those pressure 

points that could appear well below the nuclear threshold.

All the strategic SA capabilities considered in this study can, to some degree, introduce risks for 

strategic stability. These risks can be characterized as: intrusive, destructive, predictive, preemptive, 

dual-use, clandestine, vulnerable, and action-enabling. Like the attributes in the previous chapter, 

some risk factors are more common than others: for example, many technologies may be considered 

“action-enabling,” as they enable military options that were previously difficult to achieve. The study 

team developed and used a set of stability risk factors to evaluate the extent and manner in which 

escalatory risk—either in terms of creating incentives for escalatory military action that might 

prove uncontrollable or increase the likelihood of miscalculation with escalatory outcomes—could 

be associated with emerging SA capabilities. These risk factors are elaborated upon in Figure 3.1. 

This common set of criteria allowed for more consistent comparisons across the range of different 

technologies in terms of evaluating their risk potential. Figure 3.1 defines each of these escalatory 

risk factors and provide illustrative examples.
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Figure 3.1: Risk Factors Associated with Emerging SA Technologies

RISK FACTORS
STABILITY  

RISK FACTOR DEFINITION TECHNOLOGY EXAMPLES

Predictive

The degree to which a capability allows a 
state to anticipate adversary actions as 

opposed to merely reacting to them after they 
are completed.

AI decision support tools that examine patterns 
of behavior and detect anomalies to improve the 

accuracy and timeliness of warning.

Preemptive
The extent to which a capability enables acting 
against adversary actions or plans before they 

can be completed.

Air, ground, or sea-based sensors that can detect  
the movement of mobile missiles prior to launch.

Action-enabling
The degree to which a capability enables new 

military options.

Cyber exploit that can identify and (if desired) 
disable network or space-based capabilities; or 

unmanned air or maritime surveillance 
capabilities that can identify and locate 

adversary capabilities and provide real-time 
targeting.

Intrusive
The extent to which a capability must enter 

an adversary’s territory, airspace, or networks.

An autonomous UUV or UAV with advanced 
sensing capability deployed inside adversary 

territory, airspace, or waters. 

Destructive

The extent to which a capability can disable or  
degrade an adversary system, either 

temporarily or permanently, in achieving its 
objective.

A cyber exploit that can detect a decision 
message by an adversary and disrupt or alter the 

message at the same time.

Clandestine

The extent to which capabilities derive 
significant military advantage by being kept 
secret and pose significant disadvantage if 

revealed.

Use of covert personnel or capabilities to deploy 
highly advanced sensing capabilities in 

adversary territory. 

Vulnerable
The degree to which an adversary can deny 

the use of a capability.

Air, maritime, or space surveillance assets  that 
are vulnerable to shoot down, spoofing, or 

blinding. 

Dual-use
The extent to which a capability is used 
 for conventional and nuclear missions.

Space-based surveillance or communications 
systems that support both conventional and 

nuclear missions.

Assessing Risk in the Emerging Strategic SA Ecosystem

PREDICTIVE, PREEMPTIVE, AND ACTION-ENABLING

Predictive, preemptive, and action-enabling capabilities are similar in that their escalatory risks 

are associated with the collection of certain information that could incentivize military actions 

through a perceived offensive advantage. Such actions are wide ranging but could include the 

collection of information that enables or encourages offensive first-mover actions (such as 

precision targeting of dual-use delivery systems) or defensive actions that could be perceived 

as escalatory if detected by the other side (such as dispersing nuclear weapons to improve 

survivability in a damage-limitation strategy). While all three risk factors are closely related, 

emphasizing their differences is important for understanding how they may independently 

impact strategic stability. 
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PREDICTIVE

Predictive risk factors describe the degree to 

which a capability allows a state to anticipate 

adversary actions in advance as opposed to merely 

reacting to them after they are initiated. Predictive 

technologies could potentially provide insight into 

the movement of adversary forces, the deployment 

of weapons systems, or even adversary intent to 

initiate military conflict before such actions would 

otherwise be perceived by traditional strategic SA 

capabilities (e.g., early-warning satellites designed to detect missile launches post-launch).  Even if a 

predictive capability does not provide specific targeting information, it may prompt decisionmakers 

to act in an anticipatory fashion, diplomatically or militarily. On the other hand, when faced with 

predictive capabilities, the targeted country may feel increased “use or lose” pressures that could 

lead to escalatory outcomes. Decisionmakers could also use information collected by predictive 

capabilities to further enhance their strategic SA in concert with other capabilities. For example, 

if a predictive technology detected that an adversary is likely to take an action (e.g., fueling 

missiles in preparation for launch), decisionmakers could employ other capabilities to surveil the 

area and improve certainty (e.g., focusing satellite sensors on launch pads to verify missile launch 

preparations).

The predictive nature of AI technologies is representative of the challenges associated with such 

capabilities. For example, predictive analytics applications could ingest large amounts of data and 

discover previously unknown but strategically relevant anomalies, enabling more accurate and 

timely information for analysts.67 While obviously advantageous for the state employing such a 

capability, the predictiveness of such a system could pose stability risks. Analysts using such an 

application could potentially predict the mobilization of forces or planning for a snap invasion by a 

competitor, incentivizing a military response before the window of opportunity closes. .68 

PREEMPTIVE

Preemptive capabilities not only anticipate adversary action, but also enable disruptive responses 

to adversary actions or plans before they can be completed. While similar to predictive risk, 

preemptive capabilities can exist independently from one another. For example, while AI analysis 

applications may provide predictive insight into adversary actions, such a capability would not 

be preemptive if it does not provide incentive and opportunity to counter the action before it is 

completed. 

On the other hand, a UAV deployed to monitor an adversary’s mobile missiles would be a 

preemptive capability if it were able to detect mobile nuclear missiles moving out of garrison and 

enable actions to disrupt the missile deployment, such as destroying the missiles themselves or 

destroying the road to limit their movement. 

Preemptive actions could also be defensive in nature but may be viewed as offensive and escalatory 

by the adversary, given the nature of security dilemma dynamics.69 One example of this risk factor 

would be moving one’s own nuclear weapons to maintain second-strike capability in response to 

information that an adversary is surveilling such assets. While such an action is defensive as it 

relates to protecting one’s own forces, it would in effect be preempting an adversary’s (potential) 

Even if a predictive 
capability does not 
provide specific targeting 
information, it may prompt 
decisionmakers to act in 
an anticipatory fashion, 
diplomatically or militarily. 
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actions against said forces, which could in turn incentivize the adversary to strike before the 

weapons have been moved, thus risk upending strategic stability. 

ACTION-ENABLING

The final risk factor most closely associated with predictive and preemptive capabilities is “action-

enabling,” or the degree to which a capability enables new military options. This risk factor is perhaps 

the most intuitively destabilizing, as military options can risk escalating a crisis into a full-blown 

conflict or escalate a conflict from the conventional to the nuclear level. A capability that is either 

predictive or preemptive may enable further information collection or simply provide insight into an 

adversary’s forces, whereas action-enabling capabilities inherently enable military options.

Spoofing is an example of an action-enabling capability that could create escalatory pressures during 

crisis or conflict. Spoofing (a form of electronic attack where the attacker tricks a receiver into 

believing a fake signal, produced by the attacker, is a genuine signal) could be used to take control 

of a satellite by successfully spoofing the command and control uplink signal.70 If the satellite being 

spoofed is used for both conventional and nuclear missions and the adversary is unable to discern the 

intent of the attack, it may raise the perceived stakes in a crisis and lead to escalation.

INTRUSIVE

The intrusive risk factor describes the extent to which a capability must enter an adversary’s 

territory (land or maritime), airspace, or networks to accomplish its task. This action may be 

viewed as a risk to strategic stability. Intrusive capabilities often violate traditional concepts 

of territorial sovereignty and provide opportunities for misperception of intent. Examples of 

intrusive capabilities include UAVs that violate adversary airspace, UUVs that loiter near adversary 

submarine bases, or the placement of compact, multisensor proximity devices near land targets 

(potentially placed by SOF inserted into adversary territory).

In addition to these examples of intrusive capabilities in the traditional sense (violating territorial 

sovereignty), cyber surveillance capabilities can also be considered intrusive, as they violate private 

networks that transmit sensitive communications. This poses risks to strategic stability, as the 

collected information can concern either conventional or nuclear forces and the targeted state may 

be unable to discern what type of specific information is being collected. If decisionmakers believed 

their NC3 was being electronically monitored, this could lead to escalation in crisis scenarios.

DESTRUCTIVE

Destructive risk factors describe the extent to which a capability can disable or degrade an 

adversary system, either temporarily or permanently, in pursuit of its information gathering 

objective. This risk factor is uncommon in the strategic SA capabilities explored in this project, 

as such capabilities are primarily concerned with collecting information rather than degrading 

adversary capabilities, but some strategic SA capabilities can be destructive in the course of their 

information collection. For example, a cyber surveillance exploit that can monitor adversary 

communications could also be destructive if it were able to alter, disrupt, or delete messages 

between high-level government and military leaders. Such actions may endanger strategic stability 

if an adversary perceived that electronic tampering was intended to disrupt communications with 

their nuclear forces, hinder the execution of nuclear operations, or stall reactions to an imminent 

nuclear strike.
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Defense and countering strategic SA capabilities are also inherently destructive to some degree, 

as they seek to degrade adversary systems or defend against threats and thus neutralize attacks. 

Satellite jamming is an example of a destructive strategic SA capability in which an electronic 

anti-satellite (ASAT) attack interferes with radio frequency communications by generating noise 

in the same frequency band and within the field of view of the antenna on the targeted satellite or 

receiver. While not as destructive as kinetic ASAT weapons, satellite jamming can disrupt adversary 

communications and degrade their ability to function, which could cause escalation during a crisis 

scenario. This dynamic could threaten strategic stability, especially if the satellites targeted by 

jamming are dual use (used for conventional and nuclear missions) and adversaries are unable to 

discern intent (see section on entanglement, Chapter 4.2)

CLANDESTINE

If a capability is clandestine, it derives significant military advantage from being kept secret but also 

can pose significant disadvantage and risk if revealed.71 DOD doctrine defines clandestine activities 

as “operations sponsored or conducted by governmental departments in such a way as to assure 

secrecy or concealment” that may include relatively “passive” collection and information gathering 

operations.72 If a technology is clandestine, it means that it is “hidden,” where the aim is for it to not 

be noticed at all. In contrast, covert means “deniable,” such that if the technology is noticed, it is not 

attributed to a group.73 For example, plant-based sensors can be classified as clandestine, as they 

could be deployed on adversary territory; an adversary aware of deployed plant-based sensors 

would remove them, block their ability to report, block their ability to detect, or avoid the limited 

range of detection these plant-based sensors would have. However, successfully deployed modified 

plants would be very hard to identify in an environment, and their existence may be unknown. 

Adversaries who discover plant-based sensors in their territory may not be able to immediately 

identify who deployed the smart plants as the biological material would not necessarily have any 

perceptible human or technological trace.74

VULNERABLE 

In addition, vulnerability of SA technologies—defined as the degree to which an adversary can 

deny the use of a capability—is another risk to strategic stability. Technological vulnerability—the 

chance of failure of an entire technological system due to outside events—is in stark contrast to 

when a technological system can be said to be resilient (i.e., if it can maintain its purposes in the 

face of a threat).75 Adversaries are likely to disrupt or destroy strategic SA capabilities that are 

more vulnerable, thereby cutting off the flow of information. For instance, emerging technologies 

for SA in the air, maritime, or space domain could potentially be vulnerable to shootdown, 

spoofing, or blinding. 

DUAL-USE

Dual-use capabilities are those that are used for both conventional and nuclear surveillance 

or warning missions. The dual-use nature of emerging technologies can create confusion as to 

the intentions of the surveilling party. For example, if UUVs are used to observe an adversary’s 

conventional submarines (SSNs), which might be housed alongside its nuclear-armed ballistic 

missile submarines (SSBNs), the surveilled state would be unable to tell which assets were being 

targeted and may deem their nuclear assets as under threat. Dual-use capabilities may further 

upset strategic stability vis-à-vis the escalation pathway of entanglement (explored in Chapter 4). 
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Action-Reaction: Understanding Dynamic Risk Factor Interactions
As shown in Figure 3.2, escalation plays out dynamically between two or more actors in a crisis, 

each managing their own perception of risk and reacting to the actions of the other. The risk factors 

described above can interact in unique and complex ways as actors weigh the costs and benefits of 

using capabilities to increase their strategic SA relative to an adversary. In some cases, these risks 

manifest as a perception that escalation can be managed on reasonably favorable terms; in other 

cases, they manifest as a misunderstanding of the other actors’ intentions. The following Venn 

diagram suggests how the pursuit of information dominance by a hypothetical “State A” employing 

a strategic SA capability may create both first-mover and miscalculation risks relative to the target, 

“State B.” 

Figure 3.2: Action-Reaction Dynamics among Risk Factors

This dynamic can be 

illustrated with an example 

scenario, such as the 

deployment of a HALE UAV 

over adversary territory. 

In this example, State A 

introduces an intrusive risk 

to which State B may feel 

compelled to respond to 

militarily, either because 

it perceives the violation 

of its territory as an act 

of war itself or because it 

believes the surveillance is a 

precursor for attack by State 

A. The UAV deployment, if 

successful, can introduce a 

preemptive or action-enabling risk by producing information that incentivizes State A to escalate 

militarily in hopes of capturing a strategic advantage or terminating the conflict before State B is 

able to take further action. Such first-mover incentives may be viewed by State A as controllable 

or conventional, at least initially, which may contribute to their appeal. On the other hand, the 

HALE UAV is vulnerable, since it is detectable and easily targeted with advance air defense 

assets. If it is targeted by State B and shot down, State A chooses whether to accept the loss or 

escalate—in essence, drawn into further conflict by an intrusive and vulnerable asset. 

Another example, such as a cyber exploit used to surveil adversary networks, could pose risks 

of misperception for both states involved. In this hypothetical scenario, State A employs an 

intrusive and potentially destructive exploit into State B’s networks. The information gained 

may be preemptive or even predictive if AI programs are used to analyze the large amounts of 

data collected. State A may view the exploit as maintaining a “baseline” of surveillance given 

the constant back and forth common in cyber competition today, but should the clandestine 

surveillance be detected, State B may question the intent of such surveillance (especially if 

the network is dual use and used in both conventional and nuclear missions). This scenario is 

plausible given publicly available military doctrine. For example, the 2018 DOD Cyber Strategy 
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outlines an official “defend forward” doctrine 

that aims to “disrupt or halt malicious cyber 

activity at its source, including activity that falls 

below the level of armed conflict.”76 This poses 

risks to strategic stability, as the probing may 

be intended for defensive measures (collecting 

information about cyber threats to stop them 

before they can be employed against U.S. 

targets), but the targeted state may perceive 

the action as a threat to either conventional or 

nuclear missions, particularly during a crisis. 

This interplay of risk factors can contribute 

to our understanding of how the pursuit of 

information dominance may contribute to 

escalation, either by incentivizing first-mover 

actions or by heightening miscalculation risks during crises between nuclear-armed adversaries. 

Risk Versus Reward: Evaluating Strategic SA Capabilities
The study team examined 28 different technical capabilities with application to strategic 

situational awareness in terms of both their key attributes and their potential stability risks. 

These technical capabilities were presented  during tabletop exercises. Figure 3.3 outlines the 

technologies explored by this project. The table is not exhaustive, but it represents strategic SA 

capabilities across all domains and is representative of the emerging SA ecosystem. 

This interplay of risk 
factors can contribute to 
our understanding of how 
the pursuit of information 
dominance may contribute 
to escalation, either by 
incentivizing first-mover 
actions or by heightening 
miscalculation risks during 
crises between nuclear-
armed adversaries. 
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Autonomous Unmanned 
Underwater Vehicle (UUV)    p Sea-based sensor platform with little to no 

human input
Employed to track submarine and surface 

vessels
Large Diameter UUV 

(LDUUV)
Vantage/ Range,  

Persistence
Intrusive,  

Preemptive

Unmanned Underwater 
Vehicle (UUV) Swarms    p Groups of UUVs networked together 

Swarms to specific submarine or surface vessel 
target (including ports)

Aquabotix UUV Swarm
Persistence, Resiliency/ 

Reliability
Intrusive,  

Action-enabling

Unmanned Underwater 
Vehicle (UUV) Nets    p

UUVs deployed to passively monitor 
geographic chokepoints 

Static/slow-moving UUVs deployed to littoral 
waters/geographical chokepoints to track 

submarineand surface vessel activity
Persistence, Precision

Preemptive,  
Clandestine

Unmanned Surface  
Vehicle (USV)    p

Unmanned surface platform capable of 
being underway for weeks on end 

Used to patrol, track, and deploy a range of 
smaller USV and UUV systems

U.S. Navy Autonomous 
Swarmboats; Aquabotix  

USV Swarm

Vantage/ Range,  
Precision

Intrusive,  
Vulnerable

High Altitude Long 
Endurance (HALE) UAV    p

Unmanned aerial vehicle with wide range 
of sensor capabilities

Surveil adversary capabilities at high-altitude 
and maneuverable to lower altitudes  

RQ-4, RQ-180
Vantage/ Range,  

Precision
Intrusive,  

Vulnerable

High Altitude 
Pseudosatelites    p

Extremely high-altitude UAVs with length-
ened wingspan able to surveil an area of 

interest for days to weeks 

Provides long-term, persistent coverage of land 
and surface targets from over 65k feet in 

altitude

Airbus Zephyr; Boeing 
PhantomEye

Vantage/ Range,  
Persistence

Intrusive,  
Vulnerable

Unmanned Aerial Vehicle 
(UAV) Swarms    p

Groups of UAVs networked together to 
surveil targets in close proximity

Deployed to surveil land and sea targets at short 
distance

DARPA Gremlins  
Program

Vantage/ Range,  
Resiliency/ Reliability

Intrusive,  
Action-enabling

Unmanned Underwater 
Vehicle (UUV)-Launched 

Unmanned Aerial Vehicle 
(UAV)

      

p

Small UAV deployed from UUV with 
limited optical sensors and comms 

capabilities

Designed to take aerial images of coastal targets 
in close proximity

Speed, Precision Intrusive, Preemptive

Autonomous Unmanned 
Aerial Vehicle (UAV)    p

Next-generation unmanned aircraft with 
both reconnaissance and warfighting 

capabilities

Provides aerial imaging and real-time reconnais-
sance over land and sea targets

Predator MQ-1,  
MQ-9, MQ-X

Vantage/ Range, Precision
Intrusive, Vulnerable, 

Dual-use

Manned, Next-Gen  
Stealth Aircraft    p

Next-generation manned stealth aircraft 
equipped with optical sensors

Performs high-altitude reconnaissance  
missions of and and sea targets

Lockheed TR-X
Speed,  

(Un)detectability
Intrusive, Dual-use

Smallsat Constellations    p
Small satellites networked together to 

surveil target
Employs advanced sensors from space to surveil 

targets 
SensorSat 

Persistence,  
Resiliency/ Reliability

Preemptive,  
Dual-use

Co-Orbital  
Reconnaissance  

Satellites
   p

Small satellites placed in a similar orbit to 
their target

Tracks and monitors space-based adversary 
capabilities including satellites used for 

surveillance, communications, and early warning

Vantage/ Range, 
Persistence

Dual-use,  
Clandestine

Quantum Computing    p Computers that take advantage of physics 
at the quantum level

Enables increasingly rapid data analysis as well 
as processing power for increasingly autono-

mous systems

China’s National  
Laboratory for Quantum 

Information Science

Speed,  
(Un)detectability

Predictive,  
Action-enabling

Artificial Intelligence (AI)  
Analysis applications    ce

Computer applications to support human 
analysts and decision-makers

Reconciles diverse data streams to rapidly 
provide pattern recognition and anomaly 

detection tools to analysts
Project Maven Speed, Precision

Predictive,  
Vulnerable

Cyber Surveillance    ce

Software and hardware that provides 
access to an adversary’s computer 

network

Provides insight into adversary behavior, 
intentions, and decision-making

Eternal Synergy and  
Double Pulsar 

(Un)detectability, 
Persistence

Intrusive,  
Clandestine

SEA LANDAIR

SPACE CYBER DEFENSE/COUNTERING

p = platform

ce = critical enabler
Which Technologies Were Explored During On the Radar?



Compact, Multisensor 
Proximity Devices    ce

Credit-card sized secure, low-resolution 
wireless sensors

Passive sensors placed close to land target 
location. Example target includes nuclear fuel 

fabrication facilities

Precision,  
Persistence

Intrusive,  
Clandestine

Plant-based Sensors    ce
Physiology-based sensors capable of 

reporting the presence of various stimuli 

Employed in adversary territory to monitor for 
certain chemical or radiological signatures 

associated with activities of interest

DARPA Advanced Plant 
Technologies Program

Vantage/ Range,  
(Un)detectability

Intrusive,  
Clandestine

Light Detection and 
Ranging (LIDAR)

         
ce

A sensor that generates spatial data from 
light reflected from a laser 

Rapidly 3D maps a target area from air, space, or 
the surface of the ocean with potential tracking 

capabilities
DARPA HALOE Precision, Persistence

Dual-use,  
Preemptive 

Hyperspectral Sensors
         

ce

Takes hundreds or thousands of 
contiguous images in narrow wavebands 

Provides a picture of adversary behavior using 
hyperspectral images that cut through obstacles 

to optical sensors
ACES-Hy UAV sensor

Vantage/ Range,  
Precision

Dual-use, Preemptive

Non-acoustic Submarine 
Detection

         
ce

Detection technologies including 
light-based imaging and magnetic 

detection

Magnetometers, in particular, are used to 
attempt to track adversary submarines

China’s Guanlon Project 
Vantage/ Range,  

Precision
Clandestine,  

Action-enabling

Remote Radiation 
Detection by 

 Electromagnetic Air 
Breakdown

        
ce

Uses the reflection of high-intensity 
pulses to probe the concentration of 

charged species produced by ionization in 
air

Used to detect nuclear activity in facilities across 
the fuel cycle. 

Vantage/ Range,  
Precision

Intrusive,  
Preemptive

Electro-Optical  
(EO) Sensor 

         

ce

Use lenses and mirrors to image objects 
across the electromagnetic spectrum

Used to detect and track aircraft, missile launch 
warning, target acquisition and surveillance, etc. 

ARGUS
Vantage/ Range,  

Precision
Dual-use,  

Preemptive

Gravity Gradiometer
    

ce

Passive sensor that measures minute 
differences in the earth’s density 

Yields information on geologic structures 
underground and undersea used to surveil 

tunneling by adversaries

Vantage/ Range,  
Precision

Dual-use,  
Preemptive

Synthetic Aperture Radar 
(SAR)    ce

Radar-based sensor used to build 
high-resolution imagery from mobile 

platforms 

Used to surveil and detect land-based assets 
such as mobile missiles 

RADARSAT-2 Precision
Dual-use,  

Preemptive

Inverse Synthetic  
Aperture Radar (ISAR)  

         

ce

Uses movement of the target to generate 
high-resolution images

Able to image moving objects from a variety of 
vantage points 

Precision
Dual-use,  

Preemptive

Cognitive Electronic 
warfare 

Uses AI to enhance development and 
operation of electronic warfare 

technologies

Used in attempt to detect, suppress, and 
neutralize cyber attacks

Speed,   
Persistence

Predictive, Clandes-
tine, Destructive 

Spoofing 
Cyber attack in which attacker masquer-
ades as legitimate user and provides false 

data to the system

Can be used to take control of a satellite or inject 
corrupt data into communications or otherwise 

poison data from SA sources

Vantage/ Range,  
Precision

Intrusive, Action- 
enabling, Destructive 

Satellite jamming

Electronic anti-satellite (ASAT) attack that 
interferes with communications traveling 

to and from a satellite  (downlink and 
uplink)

Can be used to disrupt missile warning systems, 
SIGINT, GPS, and communications satellites

Krasukha-2, Zhitel,  
and Borisglobesk

Persistence, Resiliency/ 
Reliability

Action-enabling,  
Destructive
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4  |  Pathways to Escalation

Of particular concern are three potential escalation pathways—provocation, entanglement, and 

information complexity—that may be triggered or exacerbated by the use of emerging strategic SA-

enhancing capabilities. Although multiple pathways may be activated during an actual crisis, either 

simultaneously or sequentially, examining each of these escalatory pathways individually provides 

insight into the interplay of strategic SA technologies and stability risks.  

Provocation 
The active nature of the emerging strategic SA ecosystem means that states have the capability 

to penetrate adversary territory (via land, sea, and air) and networks to gain increasingly precise 

and potentially actionable information. However, the use of these capabilities risks discovery and 

response by the state under surveillance. Likewise, these capabilities may generate information that 

suggests the opening of an offensive window of opportunity, greatly increasing incentives to move 

first. Escalation through provocation occurs when parties to a crisis lack an ability to determine the 

offensive or defensive intentions behind a proposed action or information collection effort, greatly 

intensifying escalatory pressures. It may occur because:

 ▪ information collection efforts begin to influence rather than observe the course of a conflict or 

crisis (whether intentional or not) through intrusive or disruptive activity; or  

 ▪ the rapid, precise, and persistent nature of SA capabilities creates opportunities or incentives 

to take action on a preemptive or preventive basis.  

In other words, a provocation-based escalation cycle occurs when the use of these technologies 

is perceived in offensive terms by the country being observed (e.g., by illegal territorial intrusion) 

or the strategic SA capabilities afford a significant offensive or first-mover advantage to the 

observing state. 

These provocation dynamics could play out through several different scenarios: 

1.	The use of intrusive technologies challenges legal and political concepts of sovereignty and 

is perceived as offensively intended (a territorial incursion can be perceived as an act of war 

regardless of its defensive intent);

2.	The intended mission of these capabilities (general surveillance versus counterforce support 

or surveillance versus strike) is not readily identifiable and is misperceived; 
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3.	Surveillance capabilities intentionally or unintentionally approach vital strategic assets as they 

conduct surveillance and therefore provoke a response;

4.	Clandestine capabilities, such as active cyber surveillance, are discovered, prompting surprise 

and uncertainty as to risks and damage; and

5.	Surveillance capabilities initiated for defensive purposes identify preemptive or action-enabling 

options, prompting a willingness to take an escalatory offensive action in hopes of terminating 

the crisis on favorable terms. Or, if the surveillance is detected or revealed, the country under 

surveillance may assume such intentions and undertake an escalatory step of its own. 

PROVOCATION
Decisionmakers’ perception of information collection as either offensive or incen-
tivizing an offensive advantage

First mover initiated Surveillance 
identifies first 

mover incentive

Retaliation 
action 

initiated

Offensive 
action 

perceived

SURVEILLANCE 
ACTIVITY

STATE A

STATE B

Defensive 
surveillance 

detects threat   

Offense/defense 
uncertainty

Intrusion 
recognized 

Figure 3.2: Action-Reaction Dynamics among Risk Factors

OBSERVING VERSUS SHAPING 

The very act of collecting information could provoke an escalatory response because many emerging 

systems are intrusive and may operate in ways that are perceived to violate state sovereignty. This 

may occur from the violation of internationally recognized or unilaterally proclaimed borders, 

territorial waters, and sovereign airspace but could also provoke a response by intruding in the far 

less well-defined and legally delineated domains of cyber and space. 

If clandestine information gathering assets—such as cyber intrusions or unmanned systems 

believed to be stealthy—are discovered by an adversary operating within its territory, they could 

be indistinguishable from a destructive or offensive attack and be considered provocative. There 
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is reason to believe assets used solely for 

information collection could nonetheless appear 

threatening to an adversary and provoke the 

use of force. As Robert Jervis and Mira Rapp-

Hooper have written, “there is an all-too-human 

tendency to assume that an action will be seen 

as it is intended to be seen.”77 Nonetheless, as 

John Mearsheimer has recognized, “uncertainty 

about the intentions of other states is 

unavoidable,” and “states can never be sure 

that other states do not have offensive intentions.”78 Inherent in the logic of a security dilemma is 

that states tend to view their own measures as defensive while interpreting those of other states as 

threatening.79 In addition to intentions, states can also misperceive capabilities.80 It seems likely that 

states would be susceptible to mischaracterize the purpose of SA assets as well, especially if they 

operate close to vital strategic assets as they conduct surveillance.

The role of unmanned systems in complicating perceptions of risk and provocation deserves 

particular attention, in part because of their increasing use. For the surveilling country, the use of 

unmanned assets might prove appealing due to the lack of risk to human life and lower perceived 

consequences of a loss. However, the surveilled country may perceive lower risks associated with 

attacking or disabling intrusive unmanned platforms and thus initiating an escalatory response. 

Also, technological developments that reduce the vulnerability of systems might both encourage 

intrusive uses and potentially make it difficult for adversaries to distinguish them from armed or 

offensive platforms, especially if surprised or spooked by the discovery of the intrusive or clandestine 

capability. For example, UAV platforms with low-observability characteristics might be employed in 

denied airspace, particularly in contexts in which an adversary has limited tools to detect an intrusion. 

UAVs are already used extensively for both SA and kinetic purposes, with few visible distinctions 

between armed and unarmed systems.81 The use of surveillance drones has become so ubiquitous 

across conventional crisis and conflict, including counterterrorism operations, that decisionmaking 

procedures may lack guidance regarding their use under a nuclear shadow. 

History provides some indication of how these escalatory dynamics may play out with unmanned 

systems. Pakistan has publicly denounced U.S. UAV missions in its airspace, objecting to any violation 

of state sovereignty.82 In June 2019, Iran shot down an unmanned U.S. Navy RQ-4 Global Hawk 

surveillance aircraft, claiming it had been operating over its airspace—a claim disputed by U.S. 

officials.83 This reportedly prompted planning by the United States for strikes against Iranian military 

facilities—an effort that was apparently called off at the last minute by the president.84 Unmanned 

naval and subsurface systems, which could be used for intrusive operations in adversarial territorial 

waters or in contested areas, pose similar provocational challenges. 

The cyber realm is another area particularly vulnerable to the provocation pathway, in large part 

because it can be especially challenging to delineate between offensive and defensive intentions in 

the cyber domain. The line between surveillance and attack is very thin, as techniques that would be 

useful to launch cyber probes mirror those of an offensive attack. Cyberattacks are often latent, and 

operations that are intended solely for espionage can sometimes transition to offensive purposes 

by adding onto the initial intrusion with malware modules.85 Moreover, because cyberattacks may 

have unpredictable effects and are particularly prone to misestimations of “what the other side 

The very act of collecting 
information could provoke an 
escalatory response because 
many emerging systems are 
intrusive and may operate in 
ways that are perceived to 
violate state sovereignty.
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thought it was doing,” there is significant potential 

for misunderstanding and miscalculation.86 The 

repercussions of this during peacetime might be 

limited, but during a crisis between nuclear-armed 

powers, there are risks that cyber surveillance 

targets could perceive an intrusion into their 

networks as a precursor to an attack. Compounding 

these potential misperceptions is the fact that there 

does not appear to be clearly defined differences 

between offense and defense across the cyber 

strategies of different countries.87 The traditional 

nature of offense and defense in cyberspace is often different from that of the kinetic domains, and 

the intentions behind specific cyber operations—whether to protect one’s own information or obtain 

access to another’s—may be divorced from the tactics themselves.88 Indeed, across the techniques 

of many cyber operations, the basic difference between surveillance and attack is “essentially a 

difference in intent.”89 Thus, what one party sees as cyber surveillance could appear highly aggressive 

and provoke escalation.

Of course, the capability to monitor activities associated with nuclear weapons could also prove 

highly stabilizing as a means of confirming assurances of non-aggressive intent, providing verifiable 

transparency and reducing risks of surprise while creating space for diplomacy and other tools to 

assist in de-escalating the crisis. That would require careful thinking about the relative value of covert 

versus overt techniques and the diplomacy and messaging associated with the use of potentially 

provocative surveillance capabilities.

U.S. Air Force maintenance technicians conduct preflight checks on an RQ-4 Global Hawk unmanned aerial 
vehicle assigned to the 380th Expeditionary Operations Group at an undisclosed location in Southwest Asia 
Nov. 23, 2010. 

DoD photo by Staff Sgt. Andy M. Kin, U.S. Air Force/Released

The cyber realm is another 
area particularly vulnerable 
to the provocation pathway, 
in large part because it can 
be especially challenging to 
delineate between offensive 
and defensive intentions in 
the cyber domain.
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INCENTIVES AND OPPORTUNITIES FOR PREEMPTIVE OR PREVENTIVE ACTION

As conventional SA capabilities become more useful for nuclear warning, tracking, and targeting 

missions, both their utility to the surveilling country and perceived risk to the surveilled country 

grows.90 While transparency of strategic-level capabilities has a stabilizing effect among great 

powers with credible second-strike survivability (and thus, mutually assured destruction), in dyads 

with significant nuclear asymmetry, greater knowledge of the location of the smaller country’s 

strategic assets could undermine stability by shifting incentives for both countries toward using 

nuclear weapons first.91 As Thomas Schelling observed, “the reciprocal fear of surprise attack” could 

destabilize a crisis and produce a war undesired by both parties.92 Indeed, in crisis scenarios involving 

both conventional and nuclear weapons, game theoretic modeling suggests that developments that 

improve the capabilities of conventional forces to target nuclear assets are inherently destabilizing.93 

Existing HALE UAV assets, for example, were originally intended for contingency and conventional 

wartime operations. However, they could also be useful to track a small country’s nuclear mobile 

missiles or surveil for other warning indicators, such as the movements from garrison, changes in 

pattern of life, or the generation of forces. Constellations of small satellites could also offer the 

capability for real-time, continuous, high-definition visual and infrared imaging of areas of interest.94 

In conjunction with airpower, cruise missiles, and other conventional strike assets, such high fidelity 

surveillance capabilities may provide operators formidable capabilities for locating and engaging a range 

of targets.95 Improved precision and coverage of surveillance technology is eroding the security that 

mobility once provided to survivability.96 More broadly, U.S. intelligence capabilities for eroding second-

strike forces are very advanced, according to some estimates, creating vulnerability for its second- and 

third-tier nuclear adversaries.97

For the targeted state, the ability of adversary strategic SA capabilities to inform or enable 

preemptive or preventive action may make it increasingly challenging to effectively conceal nuclear 

forces.98 In such cases, the actual or perceived ability of the more technologically advanced country 

to carry out precision-strike missions against strategic nuclear assets will make any SA-enhancing 

activities—even those purely defensive in nature—seem highly provocative or escalatory. For 

example, if North Korea knew or suspected that the United States had the capability to track and 

destroy its nuclear mobile missiles, it might assume that any U.S. intelligence, surveillance, and 

reconnaissance assets in its airspace were a threat to its nuclear assets regardless of their actual 

assigned mission. Thus, highly intrusive surveillance assets could provoke escalation by creating 

pressure for the smaller nuclear power to “use or lose” its nuclear weapons and “posture its forces for 

an early use in a crisis, before its nuclear option is curtailed.”99 

For the technologically advanced country, the advancing precision of its surveillance and targeting 

capabilities could drive escalation in a crisis by increasing counterforce incentives of a “splendid” first 

strike that could disarm an adversary of its nuclear weapons before it could launch them in retaliation. 

By creating greater vulnerability for the targeted state’s nuclear and missile forces, the targeting state 

may be more confident that a disarming escalatory strike would be successful and limit the possibility 

for retaliation.100 Once capabilities such as UAVs identify possible targets, other conventional 

capabilities (often with higher-resolution sensors) are then able to continue the mission of precisely 

locating, identifying, and potentially targeting for kinetic action. Whereas UAVs can be denied 

access to adversary airspace, satellites orbit far above adversary territory and are much harder to 

disrupt (but still possible, depending on technical capabilities). An increasingly valuable capability 

for targeting both conventional and nuclear mobile assets is synthetic aperture radar (SAR). Until 
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recently, this type of radar employed on most satellites could not image moving targets, but over the 

past two decades, advances in data-processing techniques have enabled SAR to both detect moving 

targets and determine their speed and direction of travel, making this conventional SA capability 

extremely valuable for tracking mobile targets and increasing incentives for preemptive action.101

Entanglement
Strategic SA can introduce escalatory risks along the entanglement pathway when parties to a crisis 

or conflict are unable to delineate between nuclear and conventional risks, thereby increasing the 

risk of miscalculation and unintended escalation. This can happen when conventional SA systems 

intentionally or unintentionally collect information on nuclear assets or when dual-use SA systems 

become military targets during a conventional conflict. Entanglement can also lead to escalation by 

convincing one or more countries in a crisis that their nuclear assets are at risk.

Research to date on entanglement has focused on several risks associated with the comingling 

of conventional and nuclear forces that could lead to escalation: (1) dual-use delivery systems 

that can be armed with nuclear and non-nuclear warheads; (2) the comingling of nuclear and non-

nuclear forces and their support structures; and (3) non-nuclear threats to nuclear weapons and 

their associated C3I systems.102 This definition is expansive but fails to account for the significance 

of the overall strategic SA ecosystem that is emerging, which introduces additional entanglement 

concerns associated with methods and systems meant solely to increase one’s own SA (or obfuscate 

an adversary’s SA). While these actions have not traditionally been viewed as particularly escalatory 

(as increased SA has been understood to increase strategic stability), the increased comingling of 

conventional and nuclear systems means improving SA as it relates to a conventional conflict could 

prompt either party to believe the conflict has entered a more dangerous phase, one in which the use 

of nuclear weapons (or an attempt to pre-empt their use) is possible. 

STRATEGIC SA ENTANGLEMENT THREATS

More specifically, there are four major reasons this entanglement in the strategic SA ecosystem could 

lead to escalation. These are: 

1.	The emerging strategic SA ecosystem does not have clear firebreaks between conventional 

and nuclear systems, including for strategic warning and communications;  

2.	Conventional SA technologies are increasingly able to support targeting of nuclear/strategic 

systems; 

3.	Conventional/dual-use delivery systems are less easily detected and have less warning, 

therefore creating a growing desire for pre-launch warning; and

4.	In crisis or conflict, conventional targeting of conventional strategic SA-related assets, 

especially if linked to command and control (C2) or decisionmaking, may still raise strategic 

escalation risks.

These risks can be overlapping and are not mutually exclusive. Comingled nuclear and conventional 

systems run the risk of exacerbating any number of these scenarios, and decisionmakers may 

decide against employing capabilities to avoid misinterpretation. Increasingly, however, as 

competition between nuclear-armed states continues, these four aspects of the strategic SA 

environment can play a role in determining how conflicts escalate. 
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First, the emerging strategic SA ecosystem lacks physical firebreaks, or tripwires, between 

conventional and nuclear systems, including for strategic warning and communications that 

might counter or disrupt escalatory pressures. This is significant as the dual-use nature of such 

capabilities means attacks on a warning or communications capability for strictly conventional 

purposes could be misconstrued as an effort to “blind” the target before launching a nuclear strike. 

A major component of the strategic warning infrastructure for the United States is the array of 

satellites that can provide warning of nuclear launches and detect nuclear detonations. Until the mid-

1980s, early-warning satellites employed by the United States were used exclusively for detecting the 

launch of nuclear missiles.103 Similarly, the Air Force Technical Applications Center (AFTAC), the U.S. 

military organization that historically focused almost entirely on following Soviet nuclear weapons 

development, used satellites designed exclusively to detect nuclear explosions in the atmosphere or 

space until the 1980s, after which it began piggybacking on satellites deployed for other purposes.104 

Since then, motivating factors such as cost and flexibility have prompted the move toward using the 

same platforms for conventional tasks as well. For example, the U.S. Space-Based Infrared System 

(SBIRS) is a constellation of integrated satellites that enables such varied missions as providing early 

missile warning, cueing missile defenses, delivering technical intelligence, and supporting SA.105 

Over the course of a conventional conflict between the United States and an adversary with ASAT 

capabilities, the use of such capabilities against dual-use satellites that provide early-warning 

functions would threaten escalation, as intentions would be difficult to discern. For example, some 

Chinese experts have argued that during a hypothetical conventional war with the United States, 

China should consider taking action against U.S. early-warning satellites to ensure the efficacy 

of conventional missile strikes against regional targets, an action that could be misinterpreted as 

an attempt to undermine the U.S. capacity to intercept Chinese ICBMs launched against the U.S. 

homeland.106 Even if China has no intention of launching ICBMs against the U.S. homeland in this 

scenario, the perception associated with disabling or destroying an early-warning satellite could be 

highly escalatory, as decisionmakers would have reduced strategic SA throughout the scenario. 

ENTANGLEMENT
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The second risk for entanglement in strategic SA concerns the ability of conventional SA 

capabilities to support the targeting of nuclear forces and their support systems. Whereas the 

traditional command, control, surveillance, and warning systems focused either on nuclear warning 

(“nuclear” strategic SA systems) or on providing intelligence to commanders about the conventional 

battlefield (“conventional” strategic SA systems), today’s dual-use strategic SA capabilities may 

be tasked to conduct both missions. This blurring effect between the conventional and nuclear 

potentially creates nuclear missions for what were previously considered conventional capabilities. 

For example, the RQ-4 Global Hawk is intended “to support joint combatant forces in worldwide 

peacetime, contingency and wartime operations” against a range of high value targets.107 As Keir 

Lieber and Daryl Press suggest, increasingly capable UAVs like the Global Hawk, with advanced 

stealth and sensor capabilities, may also be useful to track a small country’s mobile missiles, be they 

nuclear or conventional.108

Another conventional SA capability that could improve targeting of nuclear systems is non-

acoustic submarine detection, which could be used to track both an adversary’s conventional-

only attack submarines as well as nuclear-armed SSBNs. Using light-based imaging or magnetic 

detection instruments, detection efforts have the potential to expose the location of SSBNs—

capabilities that derive strategic significance from their ability to covertly maintain a second-

strike capability.109 If these SSBNs were targeted during a crisis using such detection methods, 

the surveilled state may believe the sea leg of their nuclear deterrent was compromised, 

potentially creating unintentional escalation.

The U.S. Air Force’s 45th Space Wing supported United Launch Alliance’s successful launch of the third 
Space Based Infrared Systems Geosynchronous Earth Orbit spacecraft aboard an Atlas V rocket from Launch 
Complex 41 here Jan. 20 at 7:42 p.m. ET. 

United Launch Alliance
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Advances in conventional and dual-use delivery systems have precipitated the third risk of 

entanglement in strategic SA in which weapons like hypersonic and cruise missiles are less 

easily detected and validated with traditional missile warning systems, creating a desire for 

more precise and widespread warning systems and pre-launch surveillance, with implications 

for both conventional and strategic conflict. For example, hypersonic weapons (both hypersonic 

glide vehicles and hypersonic cruise missiles), long-range traditional cruise missiles, and other 

capabilities are designed to elude traditional U.S. early-warning systems (i.e., radars and satellites), 

reduce confidence in warning, and defeat U.S. missile defenses. Traditional ballistic missiles leave 

the atmosphere and follow an unpowered trajectory before reentering the atmosphere toward 

a predetermined target. Missile defense systems, including Ground-based Midcourse Defense, 

rely on an advanced network of land, sea, and space sensors as well as ground-based interceptors 

that work together to track and target potential threats.110  Hypersonic weapons aim to challenge 

detection and defenses using their speed, maneuverability, and low-altitude flight trajectory.111 

To counter these new delivery systems, the United States may have to rely on conventional SA 

systems, including systems that are more visible or dual use, to complete strategic missions and 

supplement strategic surveillance warning.

In addition, missile defense capabilities are viewed by some as having potential dual-use purposes. 

For example, China strenuously objects to the U.S. deployment of Terminal High-Altitude Area 

Defense (THAAD) missile batteries and their accompanying radar systems in South Korea. In this 

context, THAAD is primarily a missile defense system with a stated goal of intercepting North 

Korean short-range ballistic missiles using interceptors with a range of 200km.112 However, its 

deployment has alarmed Beijing. Public statements suggest the Chinese government is concerned 

about potential uses of the AN/TPY-2 radar deployed with THAAD, fearing it could be used to 

gather information about its missile tests (both conventional and nuclear-capable) and other 

military operations, thus weakening the credibility of China’s nuclear deterrent.113 If an adversary 

were to feel threatened in a crisis and target such systems, would such an attack be considered 

conventional or strategic in intent and implication? 

The Ohio-class ballistic missile submarine USS Pennsylvania (SSBN 735) transits the Hood Canal as the 
boat returns to its homeport at Naval Base Kitsap-Bangor, Wash., following a routine strategic deterrent 
patrol Dec. 27, 2017. 

U.S. Navy photo by Mass Communication Specialist 1st Class Amanda R. Gray
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The final risk associated with entanglement is that of conventional targeting of conventional 

strategic SA-related assets that can nevertheless cause strategic escalation. As strategic SA 

systems become more networked and dual use, the threat of conventional attacks on them 

become more escalatory because states employing the capability are unable to determine if the 

attack is intended to degrade their conventional war-fighting capacity or their nuclear capacity. 

This escalatory threat is heightened if the conventional strategic SA is associated with C2 or 

decisionmaking activities. Examples of such threats include the networks of satellites employed 

by various states for dual-use purposes. The United States, for instance, has never fielded 

communication satellites used exclusively for nuclear operations.114 While these satellites may have 

previously been perceived as impervious to adversary disruption, advances in ASAT capabilities 

may render these systems vulnerable. Satellite jamming, a conventional electronic attack that 

interferes with communications travelling to and from a satellite, runs the risk of leaving a targeted 

state strategically blinded, which could lead to “misinterpreted warning.”115 Although jamming ASAT 

capabilities have temporary effects (as the signal can be turned off and thereby restore adversary 

communications), states have strong incentives to target C2 warning and surveillance systems early 

in a crisis in order to ensure conventional dominance, intentionally or unintentionally threatening 

nuclear-related systems as well.

In addition to the space domain, computer networks that provide strategic SA can be dual use and 

are at risk of this type of escalatory threat. By employing an invasive cyber capability to collect 

information on an adversary’s systems, actions, or intent, the very nature of that collection could 

trigger an escalatory response. For example, developments in cyberwarfare and electronic warfare 

have the potential to threaten previously secure strategic SA capabilities: Chinese experts believe 

the U.S. government is exploring the option of using cyber weapons to undermine adversary C2 

during a crisis to prevent missile launches.116 Even if the intent is not to sabotage nuclear systems 

but rather collect information (on either conventional or nuclear capabilities), the perception is 

what matters, and collecting information could prompt the target state to escalate a crisis if it fears 

its nuclear deterrent is compromised. 

STRATEGIC SA AND ENTANGLEMENT: NO LOOKING BACK

This new, increasingly complex, and integrated technology ecosystem provides clear benefits for both 

conventional and nuclear systems while simultaneously complicating the ability of decisionmakers 

to delineate between these dual-use purposes during a crisis or conflict. For the United States, 

prosecuting any type of conventional war without the extensive use of such capabilities and the 

information dominance they provide is unimaginable. This combined ecosystem may increase the risk 

of miscalculation and unintended escalation, as nuclear-armed adversaries face difficulty navigating 

crises while holding the risk of nuclear escalation at bay. In this way, the strategic SA ecosystem not 

only introduces new entanglement challenges, but these escalatory risks may also be less easily 

mitigated by strategies to “disentangle” or separate these capabilities given their essential and 

multipurposed roles early in crisis. These roles may even prove “indivisible.”

Moving forward, the highly networked nature of conventional systems, as well as the dual-capable 

nature of many of them, may increase the potential for conflict to bleed from the conventional into 

the nuclear realm. Technical firebreaks have all but disappeared between many systems, opening 

the possibility that actions taken to gain information on conventional assets will be easily confused 

with more escalatory intrusions of nuclear-related systems. Historically, the conceptual validity 

of the “stability-instability paradox” was reinforced by distinct and stratified conventional and 
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strategic systems of warfare that amplified the division between strategic and conventional war. 

In a world in which these systems are increasingly dual use over the long term, the durability of 

that reassuring theoretical construct may be called into question, and new tools will be needed 

to replace the escalatory firebreaks that differentiated nuclear and conventional warning and 

surveillance systems that existed in the past.   

Information Complexity 
Emerging technologies for strategic SA have the potential to fundamentally transform the 

information domain and, if used effectively, to help decisionmakers manage crises more effectively with 

lower levels of risk. An important characteristic of the emerging strategic SA environment is the large 

volumes of data and information that is collected. The U.S. Air Force has defined this new information 

environment by four “Vs”—greater volume (collection of magnitudes more data points), greater velocity 

(the volume of data is acquired at extreme speeds), variety (numerous formats of information from 

diverse sources), and veracity (the volume, velocity, and variety of data includes a significant amount 

of noise and irrelevant data).117 In a similar vein, the U.S. Navy has reported being overwhelmed by 

the floods of data generated from its existing information gathering systems. According to a RAND 

Corporation study, the amount of data being collected by the U.S. Navy increased at an exponential rate 

between 2000 and 2015.118 Thus, information complexity describes the challenges decisionmakers’ 

encounter as they seek, manage, and interpret information in this new environment. 

Information complexity contributes to two potentially escalatory decisionmaking scenarios: 

 ▪ Decision paralysis: the inability to make or finalize a decision in the time frame necessary, due 

to information overload or information shortfalls; and 

 ▪ Biased decisionmaking: the excessive intrusion of belief or cognitive biases into the 

decisionmaking process in ways that diminish or discredit objective data and distort decisional 

outcomes. 
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These faulty decisionmaking outcomes result from the existence and interplay of several conditions, 

including cognitive processing limits, unacknowledged belief or value systems regarding information 

sources, and cognitive biases. The interaction of these factors may work to potentially impair effective 

crisis management and increase escalation risks. Processing limits, poor information management, 

and cognitive biases are longstanding risks in crisis management. However, the combination of 

increasingly complex information sources, unfamiliar technologies, and the high-stakes/high-stress 

nature of nuclear crises suggests that the escalatory risks associated with information complexity 

may be a growing concern. 

DECISION PARALYSIS

Information overload occurs when the volume of input to a system exceeds its processing capacity.119 

Critically, decisionmakers have limited cognitive processing capacity.120 Emerging SA technology 

potentially can provide more accurate, detailed, and timely information that can help reduce 

ambiguity and differentiate credible information from the uncertain during a nuclear crisis. But this 

is only possible if the information can be organized, communicated, and absorbed effectively.121 

In addition to the quantity of information, the specific characteristics and quality of information 

can influence the degree of information overload as well.122 Indeed, at the individual level, the 

development of new communication and information technologies has been recognized as an 

important factor in information overload.123 Thus, in the emerging strategic SA ecosystem—where 

the volume, velocity, and variety of information have increased considerably and the veracity of 

information may at times be unclear—information overload is likely to become a more pronounced 

concern for decisionmakers.

For instance, distributed sensing platforms such as cubesats and swarmed unmanned vehicles 

may produce new streams of information to collectors and policymakers, complementing 

traditional data sources and providing needed confirmations of important observations. 

Miniaturization and improvements in networking are enabling the wide deployment of formerly 

limited capabilities, such as aerial full-motion video, and the exploitation of open sources, such 

as commercial satellite imagery and geographic information systems (GIS) data, all of which 

further increases information 

loads.124 Combined with the 

data-mining capacity of cyber 

surveillance and the pattern 

recognition capacity of AI, 

the volume of information 

potentially available to 

enhance SA in a crisis is 

enormous. But if multiple 

data streams emerge with 

varying or divergent levels of 

confidence, decisionmakers 

may be overwhelmed with 

data or unable to differentiate 

data quality, especially if 

the provenance and validity 

of information cannot be 

demonstrably verified.

U.S. Soldiers assigned to the 7th Special Forces Group conduct urban 
warfare training during Emerald Warrior 17 at Hurlburt Field, Fla., 
March 7, 2017.

U.S. Air Force photo by Tech. Sgt. Barry Loo
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The research is clear that increased information volume from SA technologies does not necessarily 

produce better decisionmaking. Indeed, when supply of information exceeds information-processing 

capacity, there is “widespread consensus” that performance is negatively affected.125 At the 

individual level, information overload is linked with information anxiety and the inability to use 

relevant information to make a decision.126 In the consumer context, individuals require more time 

to analyze information and reach a decision.127 Similar experiments identify a range of cognitive and 

psychological effects whereby subjects tend to discard complex or conflicting information, settle 

for suboptimal conclusions to save time, and experience high levels of stress and other negative 

psychological effects.128 

A recent study that measured performance of simulated C2 tasks with varying information volume 

and reliability found that increased volumes of task-relevant information did not improve task 

performance and led study participants to self-report reduced SA and interpersonal trust in their 

team members.129 Upon encountering an overload of information with limited processing capacity, 

decisionmakers may face an impasse and fail to reach or communicate a decision. The failure to reach 

a decision advantages an adversary and could potentially result in further escalation. In a crisis, failure 

to reach a decision is a decision.  

BIASED DECISIONMAKING

Information overload and technology uncertainty or unfamiliarity also increase the influence of bias 

in decisionmaking. Overvaluing or undervaluing certain types and sources of information form part 

of the mental heuristics, or shortcuts, decisionmakers will use to discount or replace information 

sources in ways that are consistent with their beliefs.130 Many decisionmakers have potent belief 

biases—both positive and negative—about the value and reliability of information and decision-

support technologies.131 This dynamic is prominently discussed in the context of AI, where the 

relative merits, reliability, and applicability of AI tools have been hotly debated and on which many 

policymakers have strongly-held views. This tension is best encapsulated by former Google CEO Eric 

Schmidt’s 2018 statement, “[the] DoD does not have an innovation problem; it has an innovation 

adoption problem.”132 Decisionmakers tend to fall into one of two camps: the technology skeptics and 

the technology true believers.

The skeptics respond to new technologies with trepidation due to unfamiliarity and mistrust, which 

may make them discard information generated from emerging SA technology or fail to acquire 

enough information in the first place. This is especially acute with issues regarding the displacement 

of human decisionmaking with autonomous systems, machine learning, and AI. AI derives some 

of its unique advantages from being able to 

recognize patterns that human analysts cannot, 

but if the indicators that an AI system cites do 

not match a decisionmaker’s idea of relevant 

indicators, they may dismiss it. AI systems may 

be seen as a “black box,” making important 

decisions when few people outside of analytics 

teams, data science labs, and technology centers 

can fully understand how. 

Moreover, some technology resistance comes 

from the concern that decisionmakers will be 

The skeptics respond to new 
technologies with trepidation 
due to unfamiliarity and 
mistrust, which may make 
them discard information 
generated from emerging SA 
technology or fail to acquire 
enough information in the 
first place.
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“black boxed”—forced to make decisions that must be publicly defensible or explainable based on 

information that is not.133 AI is a principle source of concern in this regard, despite the fact that AI is 

expected to be particularly useful in collection.134 Experts remain wary of relying on AI because AI 

systems cannot always explain how conclusions were derived and because the veracity of information 

can be difficult to judge. Senior decisionmakers are typically held accountable to the public and 

the institutions they lead for the decisions they make and are expected to explain and justify those 

decisions publicly to both domestic and international audiences.135 However, this is difficult if the 

information on which the decision rests is not sharable or explainable. Moreover, when policymakers 

are bereft of a baseline understanding or grasp of AI, they will be unable to determine its practical 

limits and potential benefits.136  

Reluctance to accept technology also stems from concerns about the vulnerability of technology to 

tampering or manipulation. Advances in autonomy and machine learning mean that a much broader 

range of physical systems are now susceptible to cyberattacks, including hacking, spoofing, and 

data poisoning. Similarly, machine learning-generated deepfakes (i.e., audio or video manipulation) 

have added a novel and potentially more sinister twist to the risk of miscalculation, misperception, 

and inadvertent escalation that originates in cyberspace but has a very real impact in the physical 

world.137 Further, unmanned aerial systems may also fail due to multiple factors, including operator 

error, improper maintenance, loss of communication, equipment failure, and weather, among others. 

As the system matures, some causes of failure are largely mitigated (e.g., equipment failure), while 

other causes tend to persist (e.g., the risk of operator error).138 Such qualms may make policymakers 

almost too cautious when deciding to deploy unmanned systems amid a crisis, creating information 

gaps and potentially heightening the risk that the United States and its allies could be surprised and 

disadvantaged during a conflict. 

In stark contrast, risky belief biases run equally strong 

among the technology “true believers.” These technology 

advocates are highly confident in given technologies and 

place considerable faith in the information they provide. 

In business psychology, this is known as the “technology 

effect,” and research in this area suggests an implicit 

association between technology and success. Signals 

of high performance trigger the effect, and the effect is 

more likely when the technology invoked is unfamiliar.139 

One of the potential risks exacerbated by the complexity 

of data collection and analysis is the potential for 

analysts to operate on the faith that their systems yield 

appropriate insights. While SA technology has advanced to provide higher levels of detail and quality, 

this may contribute to a heightened degree of confidence in the information collected. However, 

the complexity of the technology hardware and software (e.g., distributed sensor networks with 

complicated information processing systems or AI systems with unexplainable algorithms) can make 

independent verification of the assessments obtained from these systems nearly impossible. The level 

of sophistication of emerging SA technology may lead to undue confidence in the assessments with no 

means for an independent cross-check. 

Both technology skeptics and technology true believers risk engaging in biased decisionmaking by 

either accepting or rejecting information sets based on heuristics that seek to manage informational 
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hacking, spoofing, and 
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https://warontherocks.com/2019/10/dont-believe-your-eyes-or-ears-the-weaponization-of-artificial-intelligence-machine-learning-and-deepfakes/
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complexity, both of which can exacerbate escalatory risks. If policymakers exhibit excessive caution 

from low belief in emerging SA technologies, they may reject or fail to obtain available information 

necessary for critically evaluating the positives and negatives of a preferred course of action and 

other alternatives. If an information search is perfunctory and incomplete, it fails to obtain several 

important pieces of information that may be crucial to defuse a crisis. While restraint is often 

perceived to be good, if it leaves policymakers in the dark, the opposite could also be true.140 Although 

information dominance does not guarantee stability, its opposite—information inadequacy—may also 

serve to be an impediment to strategic stability. 

RELIANCE ON COGNITIVE BIASES

Belief systems regarding the role and utility of technology are by no means the only way biased 

decisionmaking can emerge in crisis scenarios. When problems include an unclear environment, 

an overload of data, lack of confidence in data sources, and lack of time for rigorous assessment of 

sources and validity, ambiguity may abet instinct and permit intuition to steer analysis. Potentially, the 

greater the ambiguity, the greater the likelihood that decisions will be driven by preconceptions.141 

Preconceptions could become a coping mechanism to simplify reality and mitigate information 

complexity. Cognitive bias—a challenge for all decisionmakers—may be exacerbated in the emerging 

strategic SA ecosystem where unfamiliar technologies or manifold sources of information are more 

prominent. In particular, perceptions of historical lessons from past crises that might have little 

relevance could also have outsized influence on decisionmakers who seek to ground decisionmaking 

in precedent and experience.142 

While a range of cognitive biases can be exacerbated 

by information complexity in crisis decision-making, 

overconfidence bias, confirmation bias, anchoring, and 

availability heuristic seem particularly challenging in these 

settings.143 In the case of anchoring, psychologists have 

found that people tend to rely too heavily on the very first 

piece of information they learn, while discounting later 

information.144 When it comes to emerging technology 

for SA, without a streamlined approach to deconflict a 

multiplicity of sources and with preconceived skepticism 

or unfamiliarity, decisionmakers may overvalue early 

sources rather than pursuing further options. Equally 

significant is the intrusion of confirmation bias—the 

tendency to search for, interpret, favor, and recall 

information in a way that confirms or strengthens one’s 

prior personal beliefs or hypotheses. As described earlier, 

if a decisionmaker has low belief in an emerging SA technology, they may value evidence that supports 

this belief disproportionately to information that does not. This is particularly the case with AI: people 

are predisposed to view conclusions produced by humans as more transparent and explainable 

than those produced by AI-based methods but consistently overestimate the ability of humans to 

The level of sophistication of emerging SA technology may lead 
to undue confidence in the assessments with no means for an 
independent cross-check. 

When problems 
include an unclear 
environment, an 
overload of data, lack 
of confidence in data 
sources, and lack 
of time for rigorous 
assessment of sources 
and validity, ambiguity 
may abet instinct and 
permit intuition to steer 
analysis.

https://en.wikipedia.org/wiki/Belief
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explain their own deliberative processes.145  Finally, the availability heuristic is a mental shortcut 

that relies on immediate examples that come to a person’s mind when evaluating a specific topic, 

concept, method, or decision. The availability heuristic operates on the notion that if something can 

be recalled, it must be important, or at least more important than alternative information which is 

not as readily recalled.146 Subsequently, under the availability heuristic, people tend to heavily weigh 

their judgments toward more recent or more memorable information and experiences, making new 

opinions biased toward that which can be more easily recalled.

One significant problem inherent to the aggregation of different information sources is the possibility 

that coincidental events will be misinterpreted. Escalated tensions over an individual issue could 

cause other, innocent actions to be perceived as aggressive or otherwise contribute to confirmation 

bias. Paul Bracken explores one historical example in detail: the connection between the Hungarian 

Revolution and Suez Crisis in 1956. In this case, unrelated events—Soviet fleet exercises involving 

transit through the Dardanelles, a British jet crash in Syria, and erroneous reports of Soviet troops 

movements by radar operators—coincided with heightened tensions over both incidents to give 

the impression of imminent Soviet intervention in Egypt.147 In today’s technology environment, 

such biases can be compounded by the integration of information streams and by efforts to supply 

information more directly and more quickly to policymakers via emerging strategic SA technology.148 

NAVIGATING INFORMATION COMPLEXITY 

New research is examining promising ways in which training might reduce or mitigate the negative 

impact of cognitive biases and pre-held beliefs. Training may effectively debias decisionmakers over 

the long term.149 In fact, experiments by Morewedge et al. (2015) find that interactive computer 

games and instructional videos can result in long-term debiasing at a general level. In a series of 

experiments, training with interactive computer games that provided players with personalized 

feedback, mitigating strategies, and practice reduced six cognitive biases by more than 30 percent 

immediately and by more than 20 percent as much as three months later. The biases reduced were 

anchoring, bias blind spot, confirmation bias, fundamental attribution error, projection bias, and 

representativeness.150 The medical field is also recognizing the risks associated with decisional bias 

and seeking new training to reduce its negative effects on patient outcomes.151 Research in medicinal 

debiasing emphasizes that experience in the field does not guarantee expertise, and debiasing for 

emerging technologies at more senior levels is sorely needed, since expert biases may run counter 

to next-generation scholars.152 Fields as disparate as medicine and business are emphasizing the 

risks posed by biased decisionmaking and are developing tools to reduce them. Ultimately, their 

conclusions will prove equally relevant in national security crises between nuclear-armed states, 

where emerging technologies in a novel information space will engender problematic decisionmaking 

unless bias mitigation occurs.

https://en.wikipedia.org/wiki/Heuristics_in_judgment_and_decision_making
https://en.wikipedia.org/wiki/Recall_(memory)
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5 |  Tabletop Exercise Takeaways

An analysis of strategic SA capabilities according to the attributes and risk factors they could 

introduce in a crisis suggests some of the ways these technologies could pose escalatory risk, 

complicate decisionmaking, and challenge traditional notions of information dominance in the 

strategic SA ecosystem. And yet, real-world case studies or other experiential sources of information 

to evaluate these assessments are highly limited or overly dated. To evaluate some of the risk 

assessments identified in research and explore the decisionmaking process of policymakers and 

technical experts in the throes of crises under a nuclear shadow, the Project on Nuclear Issues (PONI) 

developed and conducted a series of tabletop exercises on two fictitious regional scenarios. These 

exercises provided insight regarding both the decisionmaking calculus involved in deploying emerging 

SA technologies and how their use could potentially impact strategic stability. 

Conducted eight times over the last year, with nearly 150 people overall, the tabletop exercises 

involved a wide range of participants, from senior policy experts with significant government 

decisionmaking experience to several next-generation nuclear scholars, researchers, and operators. 

The scenarios sought to inform the policy implications of the theoretical analysis, understand how 

sensitive U.S. decisionmakers might be to the risks associated with these technologies, and draw 

conclusions on potential ways to improve crisis decisionmaking and escalation management. The 

tabletops were not designed to emphasize highly uniform and consistent variables and generate 

replicable, quantifiable data results but rather to inform a discussion and serve as a learning 

experience for both participants and observers. What this series of tabletop exercises offers is 

not concrete facts or indisputable knowledge but a deeper understanding of the human aspect of 

decisionmaking in nuclear crises.153 This process provided unique insights irretrievable through 

traditional academic approaches, raised 

awareness about strategic SA risk and 

complexity among both technical and policy 

participants, and highlighted areas where 

extant high levels of escalatory anxiety may 

complicate and even increase escalatory 

risk—a set of outcomes not fully anticipated 

in the research phase. 

Using two different scenarios across eight 

different exercises, the study team examined 

the variation in potential decisionmaker 

Using two different scenarios 
across eight different exercises, 
the study team examined 
the variation in potential 
decisionmaker reactions 
according to the level of intensity 
of the crisis and different military 
capabilities, both conventional 
and nuclear.
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reactions according to the level of intensity of the crisis and different military capabilities, both 

conventional and nuclear. The China scenario represented a potential “near-peer” in a comparatively 

early crisis, and the North Korea scenario represented a far more asymmetrical adversary in a more 

advanced crisis where the initial stages of military conflict are already underway. In both cases, the 

scenarios took place approximately five years in the future under geopolitical circumstances roughly 

similar to the present. The SA capabilities discussed and evaluated were all deemed to be technically 

feasible in the five-year time frame and operationally available for the purposes of the exercise.  

Figure 5.1 List of Tabletop Exercises Conducted

The first scenario, “Blind Spot,” presented a political crisis in the Taiwan Straits precipitated by Chinese 

escalation in the region and focused on competition between near-peer adversaries. The scenario takes 

place in 2024 at a time of increasing Chinese pressure to assert regional dominance primarily through 

economic and grey zone tactics, with reunification with Taiwan an increasing priority. Following a close-

approach incident between the Chinese and Taiwanese navies in the Taiwan Strait, China demands the 

withdrawal of Taiwan’s naval assets from the strait, accelerates the timeline for its yearly live-fire exercise, 

and extends its air defense identification zone (ADIZ) beyond the first island chain while dialing up its 

rhetoric regarding reunification. Twelve hours before the simulation exercise, U.S. Navy ships near Taiwan 

have reported significant satellite navigation errors preventing them from conducting regular operations. 

Several U.S. remote sensing satellites, which provide critical intelligence, surveillance, and reconnaissance 

(ISR) of Taiwan and the surrounding region, are no longer providing imagery. Facing a growing regional 

outcry, participants in the exercise are given presidential guidance and objectives to shape their crisis 

decisions, such as protecting U.S. forces and vital interests in the region, limiting China’s expanding 

influence, and assuring U.S. allies of its commitment to defend their security while avoiding escalation. 

The second scenario, “Risky Business,” explores the exacerbation of an inter-Korean crisis on the Korean 

Peninsula. In this scenario, the U.S.-North Korea relationship has reverted to an uneasy deterrent 

relationship following the breakdown of denuclearization talks, the return of a conservative coalition 

government in South Korea, and continued economic decline in North Korea. The crisis unfolds when 

North Korea attacks Baengnyeong Island following a shipping vessel dispute, takes 50 South Korean 

marines hostage, and issues a series of demands for economic relief and political accommodation. When 

immediate demands are not met, North Korean forces cross the demilitarized zone (DMZ) on the far-

LOCATION DATE SCENARIO

1. University of California, Berkeley February 4, 2019 China

2. Lawrence Livermore National Laboratory February 6, 2019 China

3. National Defense University April 17, 2019 China

4. CSIS Nuclear Scholars June 26, 2019 China

4. CSIS Nuclear Scholars June 27, 2019 North Korea

6. Kings Bay Naval Base October 17 ,2019 China

6. Kings Bay Naval Base October 17 ,2019 North Korea

8. CSIS Senior Experts October 28, 2019 North Korea
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east side of the peninsula and establish a position on a ridge 20 kilometers into South Korean territory. 

Presidential guidance includes insistence on restoration of the status quo ante while preventing North 

Korea’s use of nuclear or other weapons of mass destruction against the United States or its allies and 

avoiding wide-scale conventional war on the peninsula.

DESIGN AND EXECUTION OF THE EXERCISE 

In each exercise, participants were split into two groups—a technology team and a policy team. 

Representing the technical collection communities of the U.S. Intelligence Community and Department 

of Defense, the technology groups evaluated the utility of a set of strategic SA options (a “collection 

plan”), which they then briefed to a group of policy decisionmakers for approval. The technology team 

was tasked with developing a series of options (capabilities and targets) to improve U.S. SA (a “collection 

plan”) and then present the plan to the policy team. 

The policy group represented a high-level group of interagency decisionmakers (a notional Deputies 

Committee) charged with providing advice to the president and implementing presidential guidance. 

In some of the tabletop exercises, technical groups met contemporaneously with the policy groups; at 

other times, in order to reduce the time and administrative burden of the exercise, the technical group 

met virtually in advance to come up with the proposed collection plan which was then briefed to the 

policy group during the in-person exercise. The policy group was tasked with evaluating the crisis and 

associated priorities, interpreting presidential guidance, and approving or disapproving the collection 

plan following discussion of each of the proposed actions. In addition, the policy group would provide 

additional guidance and limitations, or “guardrails,” designed to limit the escalatory risks they identified 

with some of the approved options. Ultimately, the policy team was responsible for deciding whether to 

approve each option in the collection plan developed by the technology team. During the collection plan 

approval process, the technology team contributed to the discussion and answered questions about 

the collection options. However, the technology team was not allowed to vote to approve/disapprove 

specific options. Figure 5.2 offers a top line summary of the types of technologies that were offered to 

Republic of Korea Air Force F-16 Fighting Falcon aircraft pilots prepare to take off during Red Flag-Alaska 
15-1 at Eielson Air Force Base, Alaska, Oct. 9, 2014. 

DoD photo by Tech. Sgt. Joseph Swafford Jr., U.S. Air Force/Released
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Figure 5.2 Voting Results Across Exercises 

VOTING TABLE

DOMAIN CAPABILITY 

APPROVALS  
OUT OF TIMES 

OFFERED,  
CHINA

APPROVALS  
OUT OF TIMES  

OFFERED,  
NORTH KOREA

GUARDRAILS

SPACE
Small Sat

6  
out of 8

6  
out of 6

Deployment must be accompanied 
with diplomatic message; approved 
with order of preference for use of 
smallsats to be firstly to monitor 

maritime forces, then conventional 
ground forces, and lastly nuclear forces

AIR

Manned Stealth 
Aircraft

2  
out of 5

1  
out of 3

Approved only for missions that did 
not violate Chinese airspace 

UAV
15  

out of 25
16  

out of 25

National territory off-limits; Launch 
facilities only; Only deployed in allied 

airspace; safeguard this asset for 
eventual future use

In allied littorals only if sufficient 
information was exchanged with the 

allies and if the United States properly 
signaled to the adversary that the 

swarm was unarmed 

Approved only for missions that did 
not violate adversarial airspace

Approved only for missions that did 
not violate adversarial airspace

SEA
UUV

9  
out of 15

1  
out of 3

Deploy only in the contested areas 
outside of adversary’s territorial 

waters

Only to be deployed at chokepoints 
located within international waters

Unmanned 
Surface  
Vehicles

3  
out of 6

1  
out of 3

Only to international and contested 
waters  

CYBER

Zero Day  
Exploit

4  
out of 7

3  
out of 3

Cyber must be overt and reversible; 
purely passive collection amd not 

offesnive or degradatory; safeguard 
this asset for eventual future use

AI Analysis 
Application

5 
out of 6

3  
out of 3

Operators must have established high 
confidence in this technology prior to 

deployment; AI must be tested 
pre-crisis; Don’t share methods with 

allies, just the results

LAND/ 
DIRECT 

PLACEMENT

Compact 
multi-sensor 

devices

1  
out of 4

2  
out of 2

Allied SOF insertion; inform ally before 
deploying
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decisionmakers, and how often they chose to utilize them to close critical information gaps. In addition, 

this chart includes examples of the types of guardrails/conditions that the policy groups levied for using 

the capabilities, if approved at all.

Analysis 

TECH VERSUS POLICY: TWO ROADS DIVERGED

Technology groups were consistently surprised by policy decisionmaking they believed to be 

“irrational” or unduly conservative given the state of related technology, its broad acceptance and 

utility in conventional conflicts, and the value they believed it could provide. Technology groups 

consistently underestimated the level of caution that policymakers might bring to a crisis between 

nuclear-armed adversaries. 

By contrast, policymakers were highly attuned to the escalatory risk associated with intrusive 

technologies, often weighing their concerns about the potential provocation risks to be more 

important than the SA benefit that capabilities may provide. Even when such capabilities were 

approved, policymakers routinely placed guardrails—geographic, target-based, or other—to limit 

the use of intrusive technologies. Generally, policy participants were so concerned about using any 

collection options that seemed to be intrusive that they were reluctant to intrude on sovereign 

territory, waters, or airspace. Such caution was evident even in the North Korea scenario, during 

which the crisis was presented as severe, the informational benefits potentially significant, and the 

U.S. asymmetric advantages quite substantial. 

INTRUSIVENESS AND SOVEREIGNTY

U.S. policymakers placed high value on internationally recognized borders and Western legal 

interpretations of “sovereignty.” In other words, crossings of internationally recognized “sovereign” 

borders were interpreted as legally provocative and not just escalatory from a crisis management 

perspective. When confronted with adversary territorial claims (such as an expanded and enforced 

ADIZ), policymakers had fewer concerns with placing collection assets in these disputed areas but 

remained highly cautious and preferred overt modes of collection that could be used for signaling 

purposes as well as information collection. This remained true even when the adversary in the 

scenario was engaging in aggressive enforcement of the expanded claim (as in harassing Taiwanese or 

other ships’ aircraft or in the case of North Korean forces establishing de facto control of the island). 

In these cases, however, policy groups focused on the signaling value of these collection platforms 

as much, and sometimes more, than their information collection value. Covert or stealthy intrusive 

capabilities were generally met with skepticism and concern that the risks of escalation by surprise 

and misunderstanding outweighed the benefits of secrecy. 

DOMAIN-BASED PERCEPTION AND MISPERCEPTION 

While perceived thresholds associated with sovereignty were highly valued by policymakers, they 

were not equally valued in all domains. Assets in the air domain were consistently seen as riskier and 

requiring higher guardrails than those in maritime or cyber domains. Sometimes the use of air-based 

assets was met with even more skepticism than use of capabilities that required covert emplacement 

within adversary territory. Some of this caution stemmed from the worry that escalatory risks 

associated with discovery of an air-based collection capability by the adversary could be provocative 

but also that the public destruction or shoot down of an air asset could force the United States into an 

escalatory response. Violating adversary airspace was a noteworthy concern: UAVs were deployed at 
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surprisingly similar levels across both scenarios, being approved in the China scenario approximately 

60 percent of the time and in the North Korea scenario 64 percent of the time. All approvals were 

conditioned upon extensive use of guardrails to limit the territory in which the assets could be used. 

While perceived thresholds associated with sovereignty were 
highly valued by policymakers, they were not equally valued in all 
domains. Assets in the air domain were consistently seen as riskier 
and requiring higher guardrails than those in maritime or cyber 
domains.

Relatedly, policy players also frequently discounted the value and efficacy of stealth. They accepted 

it might make it easier to avoid loss but not to avoid detection, and therefore stealth on an air 

asset generally did not make the asset more likely to be deployed. Policy groups also engaged in 

robust (and sometimes counterintuitive) debates on the escalatory risks associated with manned 

versus unmanned aircraft. Technical groups almost always discouraged manned aircraft options 

for collection, even with advanced stealth, given almost all collection needs could be met with 

unmanned aircraft at lower operational risk. At times, this disagreement reflected the policy teams’ 

unwillingness to differentiate intelligence collection and signaling, such as when some groups sought 

to deploy manned aircraft as a signal of determined resolve. In other cases, policy groups sought to 

raise the escalatory stakes for the adversary while reducing the risk of surprise or misunderstanding 

as to U.S. intentions by preferring overt and, in some cases, manned aircraft over unmanned and 

highly vulnerable aircraft like HALE UAVs. Overall, manned aircraft were approved only 40 percent of 

the time in the China scenario and not at all in the North Korea scenario; these choices were guided 

almost entirely by policymakers’ perceptions of escalation management and signaling rather than 

informational demands or benefits.  

Discussions along these lines became much more pronounced following the Iranian shoot down of 

a U.S. Global Hawk.154 The session held after the Global Hawk shoot down involved an extensive 

discussion of the risk of shoot down of unmanned assets as too easy or appealing for China. That 

group determined that it was essential to assert U.S. willingness to put manned, non-stealthy assets 

into the contested area (but not over internationally recognized Chinese territory) before using 

unmanned assets and that clear deterrence-oriented, declaratory statements are needed regarding 

the targeting of surveillance assets. This was strongly considered as a means of rejecting Chinese 

claims of an expanded ADIZ while simultaneously collecting information in the China scenario. In 

many ways, these decisions may have represented “recency bias” in action, given proximity to the 

Iranian shootdown.  In the North Korea scenario, policy groups remained reluctant to fly unmanned 

platforms over DPRK territory given the shoot down risk, and only authorized their use over the 

ROK or international waters or territories. Even in cases where the UAV platforms were approved, 

approvals were contentious and involved longer debates among participants than other aspects of 

the collection plan. 

TWO IF BY SEA

Sea-based assets, both surface and subsurface, generally receive similar guardrails, but policymakers 

showed greater willingness both to risk these assets, in terms of discovery and loss, and see them as 

either more easily hidden (subsurface) or somewhat less provocative. Overall, unmanned underwater 
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vehicles (UUVs) were approved 60 percent of the time in the China scenario and one out of three 

times during the North Korea scenario—ratios roughly similar to the UAV approvals. However, 

the discrepancy is clear when more detailed options are considered.  For example, static UUV nets 

deployed at key choke points were approved all four of the times offered in the China scenario and 

three of four times in the North Korea scenario. On the other hand, the more intrusive autonomous 

UUVs with advanced sensors that would provide far more actionable information were approved only 

33 percent of the time in both scenarios. 

During a discussion after the China exercise, one participant suggested that perhaps they had 

regarded naval assets as less escalatory because the crisis had begun in the naval domain and 

increased naval surveillance therefore seemed proportional. However, the deployment of aerial 

assets overall was consistently perceived as riskier than the use of underwater assets. The policy 

team often argued that underwater assets gave leeway for plausible deniability and the loss of an 

asset was less likely to prompt a public response or go viral on social media the way a more visible 

shootdown of an air asset might. For instance, should an adversary sink a U.S. underwater asset, it 

would be more difficult for an adversary to retrieve that asset, thus protecting U.S. technology from 

falling into adversary hands and allowing the United States the option to deny involvement. At least 

implicitly, the comparatively more public and visible nature of targeting and destroying an air asset in 

ways that could “force the hands” of policymakers seemed to weigh heavily on policy groups in ways 

that similar capabilities and sensors did not when used in the maritime domain.  

While of little signaling value, subsurface capabilities did risk surprising an adversary, which could 

have difficulty distinguishing between armed and unarmed capabilities. Hence policy groups generally 

The Navy’s most technologically advanced surface ship USS Zumwalt (DDG 1000) steams in formation with 
USS Independence (LCS 2) and USS Bunker Hill (CG 52) on the final leg of her three-month journey to her 
new homeport in San Diego.

U.S. Navy Combat Camera photo by Petty Officer 1st Class Ace Rheaume/Released
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rejected placing such collection platforms in proximity to sensitive targets. The utility of surface 

vessels as collection platforms were evaluated largely independent of their informational value; 

instead, approval decisions largely depended on whether a group weighed positive signaling benefits 

more than the risk of attack or loss. 

In sum, policy groups remained very cautious with any intrusions into an adversary’s airspace or 

territorial waters and in all cases approved these collection capabilities only with clear guardrails 

denying approval to enter sovereign territory, airspace, or waters and generally adjudicated the use of 

these platforms according to how they perceived their value in shaping the crisis overall. 

SPACE AND CYBERSPACE 

Even supplemental space assets raised interesting domain and sovereignty questions. What 

constitutes sovereign airspace? What about capabilities such as pseudosatellites or smallsats  that 

are deployed from aircraft or exist in the region between outer space and airspace?155 Smallsats 

represented a consistent point of divergence between technology and policy groups, particularly 

in the China scenario, which involved Chinese dazzling of U.S. naval navigational assets as part of 

the initial crisis. Tech groups consistently recommended the deployment of smallsats as providing 

targeted coverage and vital redundancy with relative safety. Policy groups were far more skeptical 

and sometimes dismissive, questioning the additional value-added to existing space systems, fearing 

additional targeting and disablement of vulnerable systems and expressing concern about how the 

launching and deployment of the constellation would be seen and perceived by the adversary during 

the crisis. Concerns were often assuaged with a back and forth between policy and tech teams. Thus, 

despite trepidation, co-orbital reconnaissance small satellites were approved in the China scenario 50 

percent of the time, and smallsat constellations were approved 75 percent of the time. Policy teams 

playing the North Korea scenario approved these capabilities every single time they were offered. 

Pseudosatellites, which are multi-payload, high-altitude air vehicles or airships able to maintain 

a fixed position over a single area of interest for extended periods of time, were initially met with 

skepticism from the policy groups. While tech groups saw the platform as providing persistent 

surveillance with impressive sensor capacity at safer distances, policy groups focused on the 

challenges of the high visibility deployment, concerns about intrusions into national airspace even at 

very high altitude, and vulnerability to attack and shootdown, among other concerns. After dialogue 

between the groups, voting patterns demonstrate greater trust in the capabilities—pseudosatellites 

were approved three out of three times offered in the China scenario and two out of three times for 

North Korea.  

Cyberspace is one area where groups tended to diverge, with some participants treating cyberspace 

as highly intrusive and escalatory. Such participants were particularly concerned with any action 

that appeared to target adversary C2 and decisionmaking, typically out of fear that such action 

could escalate the crisis. In the China scenario, cyber espionage was only approved 57 percent 

of the time, as participants expressed wariness of inciting aggression. Others felt that it was less 

escalatory (“states do cyber intrusions all the time and it doesn’t start wars”). Cyber espionage was 

approved every time it was offered on a North Korean collection plan. Several participants voiced the 

perspective that aggressive moves made by North Korea indicated a resumption of hostilities, and 

much of the discussion around capabilities focused not on if they should be deployed but rather when 

during the unfolding crisis they would be most effective. Accordingly, even though cyber espionage 

capabilities were approved for all missions, policy participants voiced concerns that the zero-day 
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vulnerabilities were so valuable that it may be prudent to hold them for when they would have the 

most impact in the event of a military conflict (e.g., targeting North Korean leadership, tracking 

nuclear weapon deployment). In cyber-related options, discussion turned more to targets than to 

domain as areas of concern or potential constraints, but isolating targets in ways that would be 

demonstrable or transparent (and therefore presumably less escalatory) was very difficult.

Policymakers routinely expressed concerns about anything that appeared to target C2 assets, 

especially in the cyber domain. Groups could not articulate effective ways to differentiate between 

nuclear and conventional C2 assets (even just for information collection, not degradation) and tended 

to disapprove of these options even when critical gaps on adversary decisionmaking significantly 

impeded crisis management. This tended to lead to very expansive guardrails and often included 

that any cyber actions taken to degrade an adversary’s SA must be reversible and overt to prevent 

misinterpretation of the purpose of the attack.  

“NICE TO HAVES” VERSUS “GOTTA HAVES”

Policy teams expressed frustration with the inability of technical collectors to clearly articulate 

detailed value propositions associated with each collection capability. They posed questions such 

as, what information will I gain from capability X that I cannot get from a less risky option like Y? 

What will it cost? What are the trade-offs? Some of the questioning betrayed the bounds of scenario-

based discussions or exercises in which the policy group had to make decisions based on the limited 

information available, but the interrogative nature of the exchange and repeated requests for more 

“homework” appeared to replicate potential real-world crises in which decisionmakers seek higher 

confidence information at lower levels of risk and fear slippery slopes and unintended consequences 

that could lurk behind information collection choices they do not fully understand.

Generally, policy groups viewed new and unfamiliar 

technical capabilities with higher levels of mistrust 

and with keen attention to perceived escalation 

risks. Policy teams often epitomized generational 

and experiential gaps compared to tech collectors 

and hence a slightly lower “technology IQ” that 

manifested in higher concerns about the utility and 

risks of these capabilities. Due to their different 

knowledge base, they demonstrated a subsequent 

lesser comfort level with deploying emerging technologies. Policy groups also tended to assume a 

higher likelihood of technology failure (worst-case scenario decisionmaking), while technical groups 

generally held high confidence in the capability to perform as intended and approached information 

collection from an optimization perspective. 

“BUT WHAT DOES THIS SIGNAL?”

Juxtaposed with policy teams, tech group participants were largely indifferent to the signaling 

that accompanies the deployment of certain technologies. In stark contrast, signaling was often a 

primary subject of discussion for policy teams, whose comments often underscored the perceived 

Policymakers routinely expressed concerns about anything that 
appeared to target C2 assets, especially in the cyber domain.

Generally, policy groups 
viewed new and unfamiliar 
technical capabilities with 
higher levels of mistrust 
and with keen attention to 
perceived escalation risks.
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inextricability between collection and signaling. Policy 

teams recognized that SA capabilities are primarily for 

information collection but clarified that if they were to 

be employed in a signaling capacity, this would have to 

be made clear in order to prevent inadvertent escalation. 

That is why caveats were often added to approved 

capabilities. For example, even when smallsats were 

overwhelmingly approved, policymakers advocated 

that their deployment be accompanied by a diplomatic 

message.

Not only were policy participants concerned with the 

signals that their actions conveyed to the adversary and allies, but they also repeatedly attempted 

to decipher the signal that an adversary was relating to them. For example, what was China signaling 

when it spoofed and jammed U.S. SA capabilities? For some individuals and policy groups that 

believed in a more assertive military posture, SA capabilities were to be deployed to signal resolve. 

This was perhaps most evident when participants played the North Korea scenario: some participants 

expressed the belief that recent developments already signaled the resumption of military hostilities, 

with some even going so far as to consider whether these SA capabilities should be offensive 

as opposed to merely intended for increasing SA (for example, weaponizing cyber espionage to 

introduce malicious code into North Korean networks).  

Related to the topic of signaling, concerns about North Korea’s nuclear capabilities were acute, but 

participants showed less regard for establishing guardrails around North Korea’s nuclear command, 

control, and communication (NC3) systems. While there was discussion around the sensitivity of 

these systems, as well as monitoring launch sites and nuclear warhead facilities, several participants 

diminished the threat of miscalculation or misinterpretation. One participant argued it would be 

“deeply irresponsible” to avoid gathering as much information as possible about North Korean nuclear 

capabilities considering the risks, and several others commented that given their provocative actions, 

North Korean leadership likely already assumed that the United States would be targeting their NC3 

systems. Since the North Korea scenario reflected a fairly advanced crisis with a much more inferior 

adversary, policy groups seemed willing to take higher levels of risk, with one participant explaining 

their logic as a concern not over the riskiness about any one capability but rather the usefulness of 

the information currently. That said, these discussions were among the most contentious and the 

approval decisions were far from unanimous. 

Juxtaposed with policy 
teams, tech group 
participants were 
largely indifferent 
to the signaling that 
accompanies the 
deployment of certain 
technologies.
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6  |  The Way Ahead

In crises between nuclear powers, the nuclear shadow will loom large. The emerging situational 

awareness (SA) ecosystem can create new risks but can also ameliorate them depending on 

how these capabilities are used and communicated. Indeed, finding a balance between risk and 

benefit in such a complex security environment while also maximizing the value of information to 

terminate a crisis or conflict on favorable terms will not happen automatically. This environment 

will also require new perspectives on the value and risks associated with information dominance 

and its impact on nuclear crises. Information dominance has been essential to ensuring U.S. 

military effectiveness, but in a combined conventional/nuclear ecosystem involving conflict 

between nuclear-armed adversaries, the picture is far more complex.

In the emerging strategic SA ecosystem, new technologies are transforming the way information 

is collected, analyzed, and acted upon during competition between rival states. The growing 

reliance on technology across the spectrum of conflict means decisionmakers will have to 

grapple with enormous amounts of information from widely varying and potentially unfamiliar 

sources and on compressed timeframes. This increasingly combined strategic SA ecosystem, 

including a wide array of SA technologies, along with critical enablers, can create uncertainty 

in the conventional and nuclear space that could create escalatory risks under crisis scenarios. 

Advances in numerous technologies, however, have vastly increased the importance of SA 

for conventional conflict, including through remote sensing, global positioning system (GPS) 

navigation, internet communications, cyber capabilities, and remotely piloted unmanned vehicles, 

among others. Today these systems are substantially more capable, but the increased speed and 

precision is accompanied by a lack of firebreaks that could slow crises from escalating to nuclear 

conflict. 

The transformational nature of the strategic SA landscape suggests a second look is necessary 

to consider the risks these emerging capabilities may introduce as well as and the challenges 

they may pose for policy professionals, especially when employed in a crisis or conflict 

between nuclear-armed states. To effectively manage crisis escalation, decisionmakers must 

understand how the strategic SA ecosystem has evolved, appreciate the dynamic relationship 

between improved strategic SA and crisis stability, and recognize the complex interplay 

between technology, escalation, and decisionmaking. This report has tried to take an initial step 

toward that reconsideration and examine the characteristics of this new environment and its 

implications. 
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Key Conclusions 

The growing nuclear shadow requires new perspectives on the value and achievability 

of information dominance. 

As the risk of crisis between nuclear-armed adversaries increases, assumptions about the value and 

achievability of information dominance may need to be reconsidered. Information dominance has been 

essential to ensuring U.S. military effectiveness, sustaining the credibility and assurance of military 

alliances, and stabilizing or reducing the risks of miscalculation or collateral damage, especially in 

post-Cold War conventional conflicts. In the combined conventional-nuclear strategic SA ecosystem, 

surveillance capabilities vital to U.S. conventional superiority may introduce underappreciated 

escalatory risks and anxieties. Careful re-examination is required. 

The risk of inadvertent escalation will dominate how decisionmakers think about a crisis between nuclear-

armed states. The presence of new technologies can enhance SA and influence risk perceptions, 

both positively and negatively. New technologies can provide more information more quickly and 

with greater precision than ever before, but decisionmakers must weigh the benefits of more rapid, 

decisive military victory afforded by information dominance against the high-stakes risks of possible 

nuclear escalation. Escalation anxiety may make decisionmakers assess the value of information and 

the means of its collection differently and with greater caution.

Critical decisions necessary to achieve and manage information dominance will occur early in a crisis as 

both sides seek to understand and resolve the crisis on the most favorable terms possible. Effective tools 

to evaluate risk, utility, and confidence associated with strategic SA capabilities are lacking, especially 

early in a crisis when the situation is most uncertain and information demands are high.  

Despite the potential value of enhanced SA, decisionmakers may reject certain capabilities during a 

crisis if they perceive them as provocative or escalatory. Escalation aversion could result in information 

gaps during a crisis, contributing to strategic surprise, deterrence failure, or miscalculation. This 

could create new, unanticipated paths toward escalation or alternatively lead decisionmakers to 

“micromanage” their use. This could also exacerbate tensions between policymakers and operators, 

whose needs and perspectives on the value of supplemental information may differ.

The combined conventional/nuclear strategic SA ecosystem is here to stay.

Comingled platforms, mutual dependencies between conventional and non-conventional capabilities, and 

the need for strategic SA capabilities to address nuclear risks preclude relying on “disentanglement” as a 

primary means of risk reduction. Many technologies (e.g., AI, advanced sensors, autonomous unmanned 

platforms) will be comingled and integrated on single platforms, as well as interchangeable across 

platforms, requiring new frameworks and lexicons to understand the potential strategic risks and 

benefits of using them. Nuclear and conventional missions will be distinguished less by the capabilities 

used and more by the missions to which they are assigned. 

The strategic SA ecosystem may be combined across the conventional and nuclear realms, but the 

communities responsible for planning, policy, and crisis management in these two operational areas are 

not. That needs to change. Communication and collaboration across both communities is essential 

to understand the trade-offs, risks, and benefits to conventional-nuclear integration in the strategic 

SA arena.
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Nuclear and conventional communities—military and civilian—bring different perspectives, familiarity, 

and comfort with different technical capabilities and in turn will raise different questions and maintain 

different assumptions about the risks and benefits of their use. Managing conventional crisis under a 

nuclear shadow will require an appreciation for these differences and a combined approach.

The combined nuclear/conventional strategic SA ecosystem will shape, not just inform, 
crises with nuclear-armed states. 

Strategic SA capabilities, especially when used overtly, can signal U.S. intent to an adversary, predict 

adversary action, manage allies and partners, and shape the international environment more broadly. On 

the other hand, tactical or operational collection decisions—such as where unmanned aircraft can fly 

or which cyber systems will be penetrated—will be infused with strategic meaning and consequences.

The United States will need to weigh when, whether, and how to share information regarding the use of 

new strategic SA technologies with allies and partners in a crisis. This will include questions regarding 

the disclosure of covert or clandestine capabilities, operational coordination, and “rules of the road” in 

terms of friend-on-friend surveillance. 

To improve their utility in a crisis, autonomous collection platforms (e.g., unmanned, cyber, and space-based 

systems) must be able to adapt to various policy-imposed limits. Intrusive or clandestine capabilities are most 

likely to be subject to policy constraints or “guardrails” to limit where, when, or how such capabilities can 

be used or to establish specific high-level approval processes. At a minimum, collectors and operators 

must be prepared for additional transparency and disclosure requirements, and policymakers need a clear 

understanding of the costs, as well as benefits, associated with such constraints.

High stakes and unfamiliar technologies may increase the risk of biased decisionmaking.

Cognitive bias—a looming challenge for all decisionmakers—may be exacerbated in the emerging strategic 

SA ecosystem, with unfamiliar technology and high-stakes, high-stress circumstances. Training and 

preparation can reduce the influence of cognitive biases and improve the decision process regarding 

the use of information collection capabilities in a crisis, but only if done in advance.

Decisionmakers have few tools to understand how nuclear-armed adversaries perceive the new strategic 

SA environment, technologies, and their linkages with escalation and risk. As a result, decisionmakers 

are forced to make assumptions—assumptions an adversary might not share. In the absence of data, 

decisionmakers look for definable boundaries (e.g., international borders) that may reflect Western 

values and biases. Filling these gaps should be a priority for future research and a topic for dialogue 

with both allies and potential adversaries. 

The vulnerabilities of some technical capabilities to interference, manipulation, disinformation, spoofing, 

or even cooptation by an adversary are not well understood, especially in the areas of cyber, space, and 

AI. Under such high-stakes scenarios, decisionmakers will demand high confidence in informational 

provenance and chain of custody.

How emerging strategic SA technologies are used in peacetime, or in early crises, will have significant 

bearing on decisionmakers’ perspectives and familiarity regarding their acceptable use in crisis and war. 

Introducing new or unfamiliar capabilities in crisis will prompt additional scrutiny for utility and 

escalatory risk. Finding ways to utilize these capabilities to enhance strategic SA before a crisis will 

improve familiarity and may reduce perceived escalatory risks.  
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Recommendations 
Close the divide between technology and policy regarding the benefits, risks, and requirements for 

strategic SA capabilities. Information complexity and a lack of familiarity with strategic SA capabilities 

introduces underappreciated risks, especially in high-stakes, high-stress scenarios under a nuclear 

shadow. Technical, operational, and policy communities lack common views on the utility of some 

capabilities, the risks of disclosure, and the provocation involved in their use, as well as their 

vulnerability to tampering or manipulation. Socializing technical capabilities and operational 

requirements now—through training, exercises, and simulations as well as day-to-day use for strategic 

SA—is essential to reducing information risks, minimizing cognitive biases, and improving crisis 

management.

Integrate strategy, planning, and operations between the conventional and nuclear communities to better 

prepare for conventional crises under a nuclear shadow. These integrated approaches must incorporate 

early-crisis scenarios and recognize the combined strategic SA ecosystem that supports both nuclear 

and conventional missions. Differing perspectives on information dominance, escalation anxiety, and 

transparency need to be appreciated and adjudicated in advance. 

Engage with allies and potential adversaries on issues of technology, information, and warning to better 

understand thresholds, risks, and perceptions in early crisis. The “information space” is underappreciated 

and critical for understanding and managing crises, not only in terms of internal decisionmaking but 

also externally with partners and potential adversaries. Multilateral planning and exercises with allies 

and partners should incorporate informational aspects of early crisis management. Similarly, issues of 

escalatory risks associated with warning, surveillance, and information should be addressed through 

security and stability dialogues with potential adversaries. 

Seek ways to make strategic SA capabilities and the information they provide more adaptable and 

flexible to potential requirements for enhanced transparency, signaling, self-attribution, information 

sharing, and public disclosures. This may include the development of mechanisms, protocols, and 

options needed to manage collection assets beyond traditional covert, clandestine, or intelligence-

oriented concepts of operation when needed for signaling and crisis management purposes in a 

crisis with a nuclear-armed adversary.  
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