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Marti Flacks: We’re now going to turn to our first topic of discussion, the response of 
companies to attacks on democracy and human rights. The Russian 
invasion of Ukraine has generated unprecedented attention on the role 
and influence of the private sector when democracy and human rights 
are under attack. Mass protests in Iran, democratic backsliding in 
Tunisia, the arrest of union activists in Cambodia, these situations and 
many others have required companies to assess how to leverage their 
presence and their influence to address attacks on civil society and 
attacks on democracy, including how to support democratic governance 
and civil society organizations and how to present their own tools and 
resources from being misused. 

 
And our first panel is going to speak to the efforts their companies are 
undertaking in this area. I’m going to invite them to join me onstage as I 
introduce them. 

 
Karan Bhatia is the global head of government affairs and public policy 
at Google, a role he has held since joining the company in 2018. In this 
role, he leads the company’s engagement on a broad array of public 
policy issues, and oversees its engagement with government official and 
political stakeholders in the United States and more than a hundred 
other countries. 

 
Alissa Starzak is vice president and global head of public policy at 
Cloudflare. Prior to joining Cloudflare, Alissa had a prestigious career in 
the U.S. government in a variety of senior national security positions, 
including most recently as the general counsel of the Department of the 
Army, as deputy general counsel of the Department of Defense, and 
counsel to the Senate Select Committee on Intelligence. 

 
Neil Potts is vice president for trust and security at Meta, where he leads 
a team of subject-matter experts that guides the company’s strategy on 
issues related to safety, security, extremism, and human rights. And his 
career has spanned public affairs, policy, and legal landscapes with over 
two decades of corporate leadership and public service. 

 
And finally, our moderator, Paige Alexander, CEO of the Carter Center, an 
organization which needs no introduction. Paige joined the Carter 
Center as CEO in June 2020 after a long and distinguished global 
development career with over two decades of experience spanning the 
government and nonprofit sectors, including as executive director of the 
European Cooperative for Rural Development and several senior 
leadership positions at USAID. 

 
Paige, let me turn it over to you to get started. 



 
Paige Alexander: Great. Thanks, Marti. And thank you, everyone, for being here today. 

 
I am fortunate to be joined by a panel that has a lot of private-sector and 
public-sector expertise, so I was thinking about all the work at 
Department – at DOT and USTR and Commerce and others, and I thought 
I really feel like I’m back in Washington, able to use acronyms again and 
people know what I’m talking about. (Laughter.)  That does not happen 
in Atlanta, Georgia. 

 
So this is really SDG 17 at its core, trying to find ways that the public and 
private sectors can work together. I have had – at the Carter Center, I’ll 
tell you, we’ve had 40 years of working in human rights and civil society, 
in democracy and governance. And when I had a conversation with 
President Carter – which we had numerous conversations during COVID 
sitting in his ranch – ranch-style home in Plains and trying to explain to 
him what a bot was or what doxing was – (laughter) – or just having the 
basic conversation about why we’ve worked in 115 elections in 40 
different countries yet the digital threats that are posed to the elections 
now and to democracy are real. And we’ve had collaborations with each 
of you over time in the work that we’ve been doing, but it is still 
relatively new. So, you know, I want to talk more about concrete 
strategies that forward-thinking private-sector leaders like yourself are 
making in this area and how your companies think about its role in 
democratic societies. 

 
So, Karan, why don’t we start with you? You know, we – Undersecretary 
Graves was talking about Russia and Ukraine in particular, so what has 
the Russian invasion of Ukraine meant for your company in terms of 
your efforts to respect human rights and to get actively involved? And 
what are some of the responses that you oversaw during that time? 
 

Karan Bhatia:  First of all, Paige, thank you for the incredible work that you and the 
Carter Center do and the former president does in advancing this entire 
area. Really important work, and we’re grateful for that – for that 
partnership. 

 
Look, I think Russia-Ukraine was a very, very important moment for the 
whole business community in terms of thinking about its engagement in 
this space. For Google, I will tell you when the war began it was an all-of-
company, top-level-down effort to work really on four fronts. 

 
I think the first was doing what Google does normally and does 
hopefully well, which is getting information to people that need it. And 
in this case it was particularly the people of Ukraine, who were looking 



for basic information:  What’s going on? How do I find loved ones? How 
do I escape from where I might be? And this brought together a lot of 
our core products of search, Maps, YouTube. I mean, it was – it was – the 
first and primary instinct that we had was to create and bespoke tools, 
as well, for that situation to get people what they needed. 

 
The second was recognizing that this was going to be a new kind of 
challenge to – you know, coming up in this kind of conflict, and 
particularly one where disinformation – the threat of disinformation 
rose to the fore. And so we took steps very quickly – frankly, in advance 
of any kind of government compulsion – to deal with that threat. And we 
did everything ranging from taking off thousands of videos that we could 
see were – clearly contained disinformation to, for us, the really 
unprecedented step of taking entire publications – Russian state-owned 
publications – entirely off of our platforms globally; unprecedented, but 
felt important to defend, really, the integrity of the – of the system and to 
deal with the challenge that was – that was at the forefront there. 

 
One thing I would mention is what we did not do – although we shut 
down our business in Russia – we stopped selling ads, we made no 
money there – what we did do was maintain YouTube going into Russia 
because it was clear that they were – other products were being – were 
being shut down. The only source of objective information they were 
getting was through that. 

 
Two other things very quickly I will mention. 

 
One is cybersecurity. The threat of cybersecurity was profound, and 
we’ve been working with the Ukrainian government on how to protect 
their institutions, a variety of tools and techniques there. But effectively 
what we’ve done is sort of folded the protection of Google’s own services 
on top of a number of Ukrainian institutions. 

 
And then the last was work that we and many other companies have 
done to help the Ukrainian refugees, the sort of exodus of refugees that 
we’ve seen, including very talented technologists as well that have 
moved out into neighboring countries and the United States and 
elsewhere. 

 
So full company effort, a lot going on. But I think an important moment 
for all of us to think about sort of what our sets of responsibilities are in 
moments like that. 
 

Ms. Alexander:  Great. Thanks, Karan. 
 



So you mentioned cybersecurity, so, Alissa, let me ask you because we 
have partnered together. Cloudflare has worked with the Carter Center 
on a lot of these cybersecurity issues, but you’ve also worked with civil 
society. So I’m curious as to your thoughts on this. 
 

Alissa Starzak: Yeah. Well, and I’m going to – I’m going to echo the praise for the Carter 
Center. You’ve done amazing work and it’s been – it’s been sort of – it’s 
been an honor to partner with you, so really appreciate that. 

 
So I – you know, I’m going to start on the Ukraine piece, I think, because 
it’s certainly – I agree it was a galvanizing moment, I think, for a lot of 
entities in the business community. Cloudflare, you know, ultimately 
provides a bunch of cybersecurity protections. And so when Russia 
invaded Ukraine, we really started to think about what we could do that 
was unique to us as a business. And I think we came to a couple of 
different, very specific things. 

 
So the provision of services. So looking at how we could protect entities 
within Ukraine, both on the – on the civil society side but also on the 
government side, from cyberattacks. So what we saw early in the conflict 
was that the Russian government deployed a bunch of basic DDoS 
attacks against critical infrastructure just to scare people, so things 
against banks, against media organizations, making them look like they 
were offline, making it look like it was much more powerful than it 
might have been. We have tools that can protect against that. It was 
really important for us to make sure that those were things that were 
easily available. So we actually have done a lot in that world. 

 
We saw the same thing on the civil society side. So as refugees started to 
leave Ukraine, what you saw was – were attacks – cybersecurity – just a 
variety of different kind of attacks designed to scare that population and 
to make it harder as they were leaving. And so to the extent that we 
could help protect there, those are things that we did. 

 
The other category, I think, that we’ve done is actually just the provision 
of information on what’s happening on the networks. So being able to 
talk about when networks get shut down; so when you see internet 
outages, for example. Or when – one of the things we saw in Ukraine that 
was a sort of unusual one from a time-of-conflict standpoint, we saw re-
routing of networks. So when an occupied territory – when a territory 
was occupied, the Russian occupying forces would take over the 
network, re-route the traffic through Russia, and deploy the sort of 
censorship controls that were happening in Russia for that population in 
Ukraine. So being able to report on that as a – as a company that sort of 
provides networks around the world and can explain what’s happening, 



we have a unique ability to really talk about what’s happening on the 
ground. 

 
And then the third set of things – I think this actually ties into some of 
what Google talked about as well – is making sure that we continue to 
provide tools that enable people to access information on the outside. 
And that’s entities in Russia, too. So if somebody in Russia wants to 
access news sources that are legitimate, they probably have to use a 
VPN. They probably have to use those tools, and we wanted to make 
sure those remained available inside Russia. And we saw – you know, I 
think one of the things that’s encouraging about times of conflict in some 
ways, you see people’s desire for news. You see spikes in people 
adopting VPNs, and we can see that on our network. We have – we have 
a set of tools that are – that are like VPNs. So lots to do in that space. 
 

Ms. Alexander: So you have a lot of clarity on a number of those areas. 
 
Let me ask you, Neil, you know, protecting public debate during war and 
protests is something that you all have worked on. 
 

Neil Potts:  A fair amount. (Laughs.) 
 

Ms. Alexander: Yeah, a fair amount. So why don’t you give us a sense of exactly what 
that’s looked like and what you’ve seen and where there have been 
successes? 
 

Mr. Potts:  Oh, sure thing. And I will start off by echoing my colleagues’ response 
about the Carter Center and also thanking CSIS for the invitation to 
speak today. 

 
Talking a bit about Russia-Ukraine, but I think in many ways the way 
that we think about this at Meta is that it’s obviously broader than just 
one conflict. And going back to I believe it’s 2018, we started to look at 
what we now call active-response countries, so countries that are going 
through some type of civil unrest. That may be conflict, may be having a 
highly intense elections period. And which ways do we show up in those 
situations? 

 
And so we all have talked about things like access to information, the 
ability to communicate. And I kind of reflect back to prior career. Well 
before becoming a lawyer and working at great places like Meta, I was 
U.S. – United States Marine. And I carried a rifle and a radio in the 
Marine Corps for about six years, and the one thing that we had to focus 
on is mission and what is the mission and what is your task for the day. 
And so the mission for Meta is to allow people to build community and 



bring the world closer together, and so that includes all these aspects, all 
these things that we think – that we hold dear to core human rights:  the 
right to freedom of expression, the right to political participation, the 
right to association, all these kind of concepts that come together at a 
head. And we try to build services through our human rights due 
diligence programs that oversee and help input into our products, our 
policies, our people, and how we show up into these situations. 

 
So giving people that right to access, ensuring that our services stay up 
in these points of conflict; making sure that they have abilities to have 
secure communications systems, whether that’s through end-to-end 
encryption; being able to have features that will lock a person’s profile 
when there’s that threat of surveillance – we heard from Brad earlier – 
all these things come to bear in these situations. And making sure that 
we treat that with the necessary context of what’s actually happening in 
these hyper-localized regions is something that’s important for us. 
 

Ms. Alexander: Yeah. 
 

That’s incredibly interesting because I think the work of – Alissa, and 
you touched on supporting civil society. And the echo chambers that a 
lot of this discussion in the fog of war actually present. You know, can 
you give me a better sense of – actually, I’ll start with you, Alissa – a 
better sense of a civil society intervention that you feel that was made 
that really was a bit of a gamechanger? 
 

Ms. Starzak:  Yeah. So, you know, one of the things that – (laughs) – so our project to 
help civil society is called Project Galileo. And it’s actually interesting to 
go back to the origins, particularly now. 

 
So what we saw – it started back in 2014 when we were a much smaller 
company, before I started at – (laughs) – at Cloudflare. But what 
happened was it was right at the time when Russia invaded Crimea. And 
so at the time we were a small company. We still did protection from 
DDoS attacks. One of the things that makes us kind of unusual is that we 
actually provide a free set of services. And so at the time it was, again, 
still a relatively small company, and sometimes if you had a really big 
DDoS attach and somebody was using free services they were, like, OK, 
we can’t support this, we can’t support this. 

 
And at the time, our CEO would look at the – would look at the specific 
entities that had been cut off the day before, and he looked at one in the 
same timeframe and said, hey, that looks weird. And he looked at it, and 
it was a media organization in Ukraine at the time that was having a 
massive DDoS attack that sort of ended up affecting our network. And 



that – he looked at that and said, what is happening on the ground? A 
journalism site was getting attacked in the time of an invasion. And at 
that – that was the point where he said:  No, no, no, no, we can’t do this. 
We have to make sure that those entities don’t go offline. 

 
And I think that we see that in journalism. We see that in civil society. 
We have to make sure that those are exactly the type of entities that are 
protected from attack. And because that’s a role that we can play as a 
company, that’s an area that we want to be a part of. And so since then 
we’ve engaged with a variety of different kinds of civil society 
organizations thinking about how we can deploy that set of services, 
how we can better protect organizations, how we can build partnerships 
that really protect civil society groups to make sure that those things 
don’t happen and they don’t get taken offline by something that they 
should never have gotten – they should never have been attacked in the 
first place, right? And so being able to talk about that, to protect them is 
a really important part of what we do. 
 

Ms. Alexander: That’s great. 
 

And, Karan, how about you? I mean, the Google suite, I know I’ve used it 
many places. When I was at IREX, I used it. With Josh– we have had these 
suites available for a long time. How are they different now? And what 
part of that is something that you touch on in the current phase with 
human rights defenders and other elements of society? 
 

Mr. Bhatia:  Yeah. Look, Paige, we are super proud that we are able to support 
human rights defenders around the world in many different ways. So 
today, for instance, we are very proud to be announcing that we are 
creating a $2 million fund to help support human rights organizations 
around the world do a better job of resisting and protecting themselves 
from some of these kinds of online threats. 

 
But I think the biggest thing we can do is continue to innovate products 
that actually help them, you know, serve their mission and accomplish 
what they need to do. And so, you know, I would flag, I mean, obviously, 
you know, things like the security that’s built into our search products; 
the kinds of bespoke things that we are doing on the cloud side to enable 
NGOs, journalists, and others to be able to operate, you know, ideally 
free of the kind of pressure and threats that we see them engaging with. 

 
But I go back to some of the fundamental threats that we see to 
democracy deriving from the threat of disinformation – state-sponsored 
disinformation, which certainly has increased, as we’ve talked about, in 
the context of the Russia-Ukraine war. And you know, some innovative 



work that we have done through our Jigsaw unit – this is a sub-unit of 
Google – around what we call pre-bunking, right? So you will have heard 
of debunking a myth or a meme. This is getting ahead of the myth or 
meme. And it requires some really careful, thoughtful work around what 
is the nature of the – of the hate that is going to be spread or the – or the 
disinformation that is going to be spread, and starting to seed, you know, 
videos, for instance, in this case that we would – we would put out on 
YouTube or other social media to sort of sensitize the community that 
we think is going to be targeted to watch for this kind of information. 
And we’ve found it to be extremely helpful in doing that, and in so doing 
making the democracies that are sometimes targeted more resilient. 

 
So, you know, new ways of trying to get at this ever-evolving set of 
threats to human rights and to democracy. And I think that’s where it 
really does require a partnership. It requires a partnership between the 
technology platforms, between the experts who understand what is the 
– what is the sources of vulnerability, potentially, in these – in these 
markets. So that’s an example. 
 

Ms. Alexander:  It’s a great example. 
 

I’m also going to ask for your forbearance. There’s a QR code up there. 
I’ve been given an iPad. Never tried to do it this way before. I’m used to 
someone handing cards. So if you have questions and you can start filling 
them in, I can make sure that – I can make sure that I get those questions 
to the panel. 

 
So, Neil, you know, the – online attacks can really undermine democracy. 
And we have worked with you all on the big lie, the big tech. The Carter 
Center put out a repeat offenders report. And so Meta’s been very good 
at some of these, but how do you address the potential concerns that 
your tools can be misused? Karan talked a little bit about that, and we 
certainly saw it in DDoS attacks and people getting into the systems, but 
would love to hear from your perspective. 
 

Mr. Potts: No, no, definitely. And I want to give an applause to Karan and the work 
you’re doing with human rights defenders. We have a similar program 
for human rights defenders and there’s a little bit of parallel 
consciousness going on right now. It’s only 2 million, so if we can maybe 
increase our spend a bit, too. But all the work – and I think we see it 
across industry – these are really whole society problems. And to have 
cross-industry responses, industry, private-sector, public-sector 
responses, working with civil society and human rights defenders to 
actually really make our products more resilient, to get them to the 
people in the most need is really important. 



 
I think your question, though, was how do we build some of that 
resiliency into our products. And so I guess I would first start out with, 
you know, again, go back to what you know. So I kind of go back to our 
mission and think about what our product is doing today. So we have 
about 3.7 billion people across Meta’s family of apps and services. And 
so, you know, doing the math and for the folks that aren’t connected and 
maybe minors that aren’t allowed to be on the platforms, that’s a 
significant amount. You’re probably over half of the world’s eligible 
population at that point that are on Meta’s family of apps and services. 
And those people live in about – or, excuse me, they live in about 170 
countries, speak dozens of – dozens upon dozens of languages with all 
the various dialects. And then for us, it’s how do we show up in an 
environment – and Karan mentioned disinformation and 
misinformation, but also a big component for us is conscious – brings in 
content moderation. How do we show up in these places? 

 
So fortunate to have enough resources to bring thousands – tens of 
thousands of people to ensure that we have – that are committed to 
safety and security throughout our products. And we try to look at what 
I call the three Ps – people, policy, and products – to actually make us 
more resilient. 

 
So we have experts that are, in our terms, cross-functional. So whether 
they’re policy wonks, legal folks, they are product engineers, they are 
investigators, looking for harmful activity, harmful content, harmful 
behavior on our platform and ways that we can root it out. 

 
We also look at making sure those products are very resilient. We could 
hire 3.7 billion other people to monitor those and they can trade cards at 
noon and come back on at midnight. That’s not going to work. But 
making sure that we have automated systems that make us more 
resilient to the scaled attacks. 

 
And then these partnerships on the ground with people like trusted 
partners, so human rights defenders that can add cultural/local context 
so that we can make the correct decisions. 

 
So these are all ways that we can build into that level of resiliency across 
a number of issues. 

 
Brad mentioned the tech accord. That is one way that we’re looking at 
security issues and making sure that we are stronger against these – 
whether we call them cyber mercenaries or surveillance-for-hire 
operations that are supported almost – you know, they’re capitalists in 



some way, but they work for governments, authoritarian governments, 
to go out and surveil users – often human rights defenders, journalists, 
critics of the existing people in power. How do we make our platforms 
more resilient to that? You can do that by a number of ways. You can 
remove accounts. You can build into the – or, stop the sharing of certain 
domains. But also notifying users that they are being surveilled and then 
working across – and happy to have Google as part, and we’ll make sure 
that Cloudflare has the opportunity to join as well – part of those 
initiatives. And I think that’s been echoed by the White House in a recent 
EO as well. 
 

Ms. Alexander:  So we talk about what’s happening internationally a lot. Do you think 
there are lessons that can be learned both from the international context 
to what’s been happening here in the U.S. or vice versa? I think, you 
know, as I mentioned, Carter Center has worked in 40 different 
countries on elections. (Clears throat.)  Excuse me. It wasn’t until 2020 
that we had a conversation with President Carter and said we need to 
look in our own backyard; we can’t keep looking overseas. What are 
some of the lessons that you all as – your companies have learned, either 
overseas that are relevant here in the U.S. or vice versa? Alissa, I’ll start 
with you. 
 

Ms. Starzak: Sure. So I started at Cloudflare in 2017, just after the 2016 election, and I 
think it was – the 2016 election was a shock for a lot of reasons, and I 
think you’ll hear different sort of voices about – for a lot of us. But the 
thing that was sort of striking for us as a company – again, think of us as 
a cybersecurity company – (laughs) – in this context – was, thinking 
about the infrastructure that applied to elections in the U.S., it’s very 
localized, right? So you have state, municipal – you know, municipal 
governments, counties, they all run election infrastructure and none of 
them are thinking about cyberattack at the time. And so we realized, 
actually, in 2017 that that was also a set of vulnerable entities that really 
deserved protection and needed it, because they were the source of 
definitive truth. So what you see is election systems are about trust, and 
we have to have sort of trust in the underlying systems. I think, again, 
this will be a theme that you hear echoed. Some of that is making sure 
that the entities that provide authoritative information are protected 
from attack. 

 
So we actually launched a project in 2017 to provide free services to 
state and local governments for a variety of different kinds of attacks. 
Those have been very successful. We’ve seen – we actually saw some 
attacks in this last election for entities that weren’t protected. So we’ve 
been trying to be out there talking about the importance and the ease of 
getting cybersecurity services for those entities, again with the idea of at 



least protecting the authoritative sources of information, which are state 
and local governments in that context. 
 

Ms. Alexander: Great.  
 
Karan? 
 

Mr. Bhatia: You know, I would maybe broaden the – open the aperture a little bit, 
broaden the view. I think one of the things that we’ve learned from being 
engaged in this space globally that is also applicable here is just how 
many ways technology actually helps enable and support democracy. So 
at a very, very macro level, you know, you think about the importance of 
things like economic opportunity to maintaining robust democracies 
and the role that technology hopefully is playing in doing that, the 
empowerment of people. 

 
I mean, when you stop and think about historically how that 
disempowerment has happened, it has largely been driven over the 
course of, you know, hundreds of years previously by disparities in 
access to information. And what technology today has enabled is just 
almost revolutionary. It is such an audacious thing to think that 
somebody who is a laborer/a farmer might have the same access to 
information as the top level of government by virtue of simply having 
access to the internet, the broadband connectivity, which, you know, to 
the point made earlier I think is a fundamental challenge that we 
continue to need to address. But I think that role that technology plays is 
fundamental, and it is as fundamental internationally as it is here in the 
United States. And it underscores the importance of enabling that access 
to information. 

 
And then beyond that, beyond that sort of fundamental economic 
contribution that I think technology makes, it does have a very profound 
role, I think, in a few – in a few sort of discrete ways related to 
democratic processes, right? 

 
So maintaining a robust public square where information can be shared. 
And we have seen that being challenged globally, increasingly, by a 
variety of new regulations, content restrictions and things. And frankly, 
we’ve seen threats to that in the United States at the – at the state and 
local level, even potential threats at the federal level. 

 
I think the necessity of an active and vibrant press. And I think that is – 
that is, again, a place where the relationship between technology and the 
press is, I think, a symbiotic one. 

 



Free and fair elections we’ve talked about. But again, I think technology 
and platforms can play an important, important role there. 

 
And then, lastly, fundamentally sort of respect for human rights. And I 
think, again, we’ve talked about ways in which technology enables that. 

 
But I think all of these lessons that we’ve learned around all four of these 
spaces globally are – have clear resonance in the United States that we’re 
seeing increasingly play out in policy discussions here. 
 

Ms. Alexander: Yeah. 
 

Still along these lines, you know, we have seen what happens when 
people are not media-literate. We have seen what happens when you 
enter an echo chamber and you’re just convinced of the next great thing 
because you’re only in that chamber. You were talking about an active 
and vibrant press, and so I’m curious, from your perspective, what 
elements have you seen that are relevant overseas and domestically? 
And has it been on the area of – you know, we’re talking about civil 
society and human rights, freedom of the press. Curious from your 
perspective. 
 

Mr. Potts: No, and I think, not to be too repetitive here, but that access to 
information is so important. And maybe just to put a fine point, it’s 
access to seemingly accurate information as well. And so in these 
environments where we are at risk of influence operations being run by 
other governments into a sovereign nation’s election – (laughs) – not 
pointing fingers – but as we – as we look at those types of incidents, 
making sure that people – that the population and the citizens have 
accurate information or information that they can trust, or at least that 
they know that they should go out and verify. 

 
So we’ve taken a number of steps around misinformation, 
disinformation, these types of networks, these types of operators to 
make sure that we try to – never have a pristine information 
environment, but try to clarify as much as possible and give people 
enough knowledge to know when they should investigate more. That’s 
something I think that we – at least for me personally – that we thought 
would happen overseas, but maybe not in the U.S. as much. And that has 
been, you know, really just, I guess, top of mind for me for a number of 
years.  

 
Secondly, interestingly enough, we have a number of policies that deal 
with misinformation, what we call misinformation harm. So this idea 
that misinformation can lead to some type of imminent harm offline, so 



whether that’s violence, some other type of harm to property. In those 
contexts, I’ve often thought  - when we building these policies for Meta 
often thought that it was something that was happening in developing 
countries and in other parts of the world. Let’s fast-forward to maybe – 
and we built these policies out many years ago now. But fast-forward to 
2020, when we saw kind of this summer of racial unrest, in some ways, 
and racial justice in the United States. 

 
And seeing some of the same activity that we did not focus on in the 
United States, perhaps since – you go back to the civil rights movement 
in the ’60s – but we did see in other parts of the world. And being able to 
utilize those policies, and adapt them appropriately for this environment 
was something that, A, I’m both very proud of, but also goes to the point 
of how connected and how similar we are. And I look out in the crowd 
and I see some former colleagues that helped me write those policies 
and make sure that we could enforce them as well. But that was 
something I’m very proud of. But it also gives us that understanding that 
you have to build for this global community, and that there can be 
lessons learned and shared across borders. 
 

Ms. Alexander: So building for the global community is an interesting concept. You 
know, it has always been known that democracy is good for business. 
But how is business good for democracy? You know, you had talked 
about – well, Karan, you talked about the concept that everyone is 
connected. There’s so much interconnectivity. And I can tell you when I 
left USAID I worked in Europe in one of – for an NGO that was linking 
farmers to markets. I was amazed at how they could leapfrog things that 
we never thought could be done, because they had a cellphone, they had 
the ability to connect. 

 
Our main client was a beverage company based out of Amsterdam that 
puts beverages in green bottles. And they were very – they were very 
good about looking at the long-term effects of locally sourcing. But that 
can only be done because these farmers were connected at the end of 
the road. And so they can learn to grow what they could sell, and not just 
sell what they were growing. So do you have individual experiences 
where you have actually seen how business is good for democracy, 
where you’ve actually made a change because of your products, because 
of the work you’re doing, has actually had an effect on a democratic 
principle inside a country or inside a community? I will – I don’t want to 
call on you first, but you’re shaking your head so I’m going to go. 
 



Mr. Bhatia: I just passionately agree with your proposition, Paige. I think it is so true. 
So I had the opportunity to travel around the world. We have – we have 
teams in many places. And when I go, one of the things I always ask to 
do, if possible, is meet with small businesses there. Because we – you 
know, Google today is a very large business, but it was only 25 years ago 
that we ourselves were a very small business. And the passion that you 
see in these small businesses that are looking to better themselves, that 
are looking to become a little more connected, that are looking to access 
markets that they hadn’t accessed before, or enable their employees to 
be a little bit more effective or a little bit more connected, is – it’s just 
heartwarming to see that. 

 
And you realize that these businesses, by virtue of being connected 
through technology, are being exposed, obviously, to new markets, new 
ideas, new production opportunities. But they are also being very much 
exposed to the ideas that they’re picking up from around the world, 
right, of how to – how does one operate a business in a contemporary 
environment ethically? How do you – how do you operate consistent 
with best in class anticorruption principles? I mean, there’s just a lot that 
you gain that is part and parcel, I think, of an effectively functioning 
democracy. 

 
And so, yeah, I mean, I was just meeting with – I was in Southeast Asia. I 
was in Thailand and met with a group of small business enterprises that 
were exporting avocados, interestingly, to markets around the world. 
And this was a collective. This was a cooperative that had farmers who 
basically went online, et cetera, but utilized that connectivity, utilized 
that to not just learn about their avocado markets around the world, but 
to look at the news, and to look at what was going on, and to understand 
how what was happening in their remote region actually tied into the 
rest of the world. 

 
And you could just see it opening up their awareness of political issues 
and democracy issues, as well as, you know, the near-term benefits to 
their business. So it’s inspiring to me, with people like that. 
 

Ms. Alexander: That’s great. Alissa. 
 

Ms. Starzak: No, I completely agree with that. I think one thing that we sometimes 
forget when we get into conversations about how technology has – is 
problematic for human rights, or – and we forget the potential it brings. 
You know, if you think about – if you think about forty years ago what it 



would have been like to be a small business during the pandemic, you 
almost certainly would have gone out of business, right? And a lot of 
them did even in the pandemic now. But the ability to be online, the 
ability to do things to connect, to serve through an online mechanism, to 
go to school online. I mean, that’s nuts. It’s not something that would 
have happened or would have been able to happen. Maybe we would 
have adapted in other ways, but the reality is there’s still potential from 
a business standpoint and from a personal interconnection standpoint 
that comes from being online. 

 
I think that – you know, I think, again, as we think about the challenges 
that come in, I think the next era for us is going to take that – being able 
to take that potential and understand some of the challenges that come 
with it, and build sort of processes that move forward in a way that 
reflects the challenges and sort of takes consideration of them, but still 
recognizes the potential. You know, I worry sometimes when we talk 
about technology that we forget the sort of – the hugeness, the sort of – 
the massive – the massive opportunity that comes from being able to be 
connected with anybody around the world in sort of the blink of an eye, 
where you can turn on your video camera and all of a sudden have a 
conversation with someone, you know, 12 hours away in Japan, or, you 
know, anything like that.  

 
It's just there’s so much that comes from that. There’s so much 
opportunity for global connection, for business, for idea – the spread of 
good ideas, right, the anticorruption piece. That I think that we have to – 
that’s what we have to harness going forward. 
 

Ms. Alexander: I mean, I completely agree. And you’ve harnessed the positive nature of 
the connectivity. I realize there’s a negative side to it too. And often – 
 

Mr. Potts: They got small business – they got small business in the negative side, 
but no. (Laughter.)    
 

Ms. Alexander: No, no, no. But I mean, there is the positive side. And there’s the ability 
to address when things go wrong. And you’ve all touched on it. And I 
think y’all have done an excellent job at attempting to address that, but 
with the billions of people that are online it’s hard to do it. Interested in 
your thoughts, on both the positive and the negative aspects of where 
technology can play a role in democratizing. 
 

Mr. Potts:  No, I think – I think we did touch on a lot of this. And I am also very 
eager for the opportunities. And so much of the work that I am fortunate 
to lead at Meta does focus on – I think people would automatically say, 
well, that’s defensive work. How do we stop harmful actors, harmful 



behavior, illegal or harmful context from appearing on a platform, 
exploitation of our services for all these ills? And that is definitely one 
component.  

 
And so I mentioned earlier kind of the number of people that we have 
that focus on these tens of thousands – I think it’s about 30,000 people 
that focus on safety, security, and building in those systems to make us 
more resilient over time. But that does take a – again, I think the key 
operative word here is “time.”  It takes time to build in those processes. 
It takes time to understand the context of how we have to operate. We 
do use machine learning, and that takes time to understand it, and to 
build, and become smarter as well. 

 
In the specific context of elections, as we think about providing that 
access to information, I mentioned earlier there’s never a pristine 
information environment. But having authoritative sources that can be 
surfaced. It can be anything from knowing which poll that you’re going 
to use, knowing who the candidates are, and having an ability to utilize 
and read their platforms, but also not being corrupted by disinformation 
or false narratives. That is part of the work that goes into this. 

 
Also the support for our human rights defenders and journalists. So we 
do have specific policies that protect both of those groups from 
harassment online. And we often see that, whether that is thinking of 
places globally where that may have been an issue that we thought was 
going to reside outside of our borders, but maybe even inside of our 
borders, where we see that type of harassment. So that can be the mass 
coordination of what we call in the business troll brigades, or groups of 
people looking to target individuals based off of their occupation, maybe 
based off of their protected characteristics. They can target individuals 
that can be vulnerable, like children, making sure to protect those rights 
of the child as well. 

 
So all these things I do think bleed into democracy. But then again, all 
the great opportunities, the economic impact, that’s something that I am 
very eager about. That’s why I really do love the products that Meta 
provides, because it helps people build those communities, that they can 
start the small businesses, they can connect, they can find their market, 
they can find that group of people that will then empower them to be 
more active in their local communities, both through that economic 
opportunity but then ultimately through political participation. 
 

Ms. Alexander: Yeah. So thank you. 
 



So either I am as much a luddite as my 98 ½ year old boss, or y’all are a 
very quiet group today and no one’s asked questions. So unless there is a 
pressing – it’s not popping up. So that might be me. And so we’re just 
about at time. Let me do – let me do a lightning round. It’s kind of unfair 
to you all, because I didn’t talk to you about this before. But if you were 
to wave a magic wand and make one policy change that would help the 
work that you do, help civil society and human rights groups be better, is 
there a policy change that’s out there that you would like to see? 
 

Mr. Potts: I may start. I don’t necessarily have a policy change. That’s why I’m 
going to start. (Laughter.)  And go first, and let these folks that are much 
smarter than me think about it. But one thing that I think that we can 
really gain from democratic societies is their willingness to stand up and 
call out some of the bad behavior by the authoritarian governments 
across the world. No need to name them here, but having a very defined 
approach from all of the democratic societies to when they see this 
behavior to call it out, to stand up and support companies like 
Cloudflare, like Google, like Meta, as we try to connect people in these 
places to bring more democracy globally, I think is very, very important. 

 
So I don’t know. It’s not a policy line – 
 

Ms. Alexander:  No, that’s perfect. Thanks, Neil. 
 

Alissa. 
 

Ms. Starzak: You know, I think I’m going to give something related. I think policy 
change is hard. But you know, I think one thing that we – that there’s a 
role for governments in working with each other to think about what 
norms look like. And I think that one thing that we haven’t seen enough 
of, and I think this is the pace of technology and the pace of change, we 
haven’t talked enough about sort of what are acceptable behaviors on 
online? How do we – how do different governments actually do the 
things they want to do under sort of the appropriate human rights 
rubric?  

 
And I think – I think that’s that same set of challenges. I think that if 
there were shared expectations between governments, I think we – 
about, you know, when’s it OK to block a website, for example? Just 
something basic, right? When is that censorship, when is that – when is 
that something that’s appropriate? When is it acceptable to do a variety 
– to attack a website, for example, in the cybersecurity world? I think if 
we had more agreement in those areas we would have a better, stronger 
path forward. 
 



Ms. Alexander:  Shared understanding, very good. 
 

Karan. 
 

Mr. Bhatia:  I’m going to go with I think something close to Neil’s, but maybe even 
put a finer point on it. I mean, we – there is a – and this has increased 
over the past 10 years. Freedom of speech online is increasingly at risk. 
There are governments around the world today that are – clearly the 
authoritarian governments, but even democratic governments – are less 
rigorous and vigorous in their defense of freedom of speech online. And 
indeed, are, in some cases, advancing policies that, you know, very much 
put that at risk. And we were thrilled to see the declaration adopted at 
the end of 2021, because we felt it was such a firm statement by the 
United States, Europe, Japan, some of the leading democracies of the 
world, in defense of that. 

 
But that is only going to be effective if, you know, case after case, it is 
called out and it is vigorously defended, and there really is not just 
discussion but alignment among positions among the democracies to 
take that on. Because otherwise, I will tell you, the platform companies 
are themselves increasingly at risk for enabling that speech to continue, 
which we are committed to doing. But when your employees are being 
threatened on the ground around the world, when companies 
themselves are being threatened, often with criminal penalties, for 
enabling – for allowing that speech to happen, it is – it is – it is a 
precarious spot. So I think this discussion that is happening today at the 
summit, here at this conference, is super important. 
 

Ms. Alexander: Absolutely. Well, thank you. Please thank our esteemed panel. 
Appreciate all the work y’all do. (Applause.)  And thank you. 

 
Marti, over to you. 
 

Ms. Flacks:  Thanks so much. Thank you, guys. Thank you. Thank you, Paige. It was 
great. Thank you so much, Paige, for that moderation. And Neil, and 
Alissa, and Karan for a really insightful conversation.  

 
 (END) 

 
 

 

 


